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EXECUTIVE SUMMARY

PURPOSE AND SCOPE

Information Assurance (1A) is defined as "... operations that protect and defend information
and information systems by ensuring their availability ... (to include) providing for (the)
restoration of information systems by incorporating protection, detection, and reaction
capabilities."" The first edition of this report was published in 1995 to highlight the legal,
regulatory, policy, organizational, technical and threat issues associated with IA and to
serve as a reference document for numerous IA developments. Subsequent editions added
depth, provided details on specific organizations and activities, and detailed areas of 1A
community consensus. They also introduced new material on 1A operational
considerations, international aspects of 1A, and concepts of Information Operations (10).
This fourth edition provides updated information on specific organizations and also
provides some of the emerging Critical Infrastructure Protection (CIP) policies, concepts,
and organizations. Like previous editions, this edition addresses high-level DOD and
Federal government organizations. This edition is provided to the engaged IA community
as a factual resource, rather than to portray any particular viewpoint, in the interest of
building awareness and consensus on required plans and actions.

CRITICAL INFRASTRUCTURE PROTECTION (CIP)

In recent years, growing concern about terrorism has led to increased attention on
information assurance and critical infrastructure protection at the highest levels of he
Federal government. The importance of CIP is emphasized in the recently published
National Security Strategy:

"Our military power and national economy are increasingly reliant upon
interdependent critical infrastructures — the physical and information systems
essential to the operations of the economy and government.... It has long been the
policy of the United States to assure the continuity and viability of these critical
infrastructures. But advances in information technology and competitive pressure
to improve efficiency and productivity have created new vulnerabilities to both
physical and information attacks as these infrastructures become increasingly
automated and interlinked.... Any interruption or manipulation of these critical
functions must be brief, infrequency, manageable, isolated, and minimally
detrimental to the welfare of the United States."

In response to this growing threat and subsequent infrastructure vulnerability, the
President signed Executive Order 13010 in July 1996. The Executive Order created the
President's Commission on Critical Infrastructure Protection, which was charged with

' Department of Defense Directive S-3600.1, Information Warfare (U), December 1996.
? The White House, A National Security Strategy for a New Century, October 1998, page 20.
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developing a comprehensive national policy and implementation strategy for protecting
critical infrastructures from physical and cyber threats. The Commission's report was
released in October 1997. It provided over 70 specific recommendations regarding the need
for increased training and awareness, government-industry cooperation and information
sharing, modernization of laws related to infrastructure protection, focused research and
development, and a national structure to manage implementation of the recommendations.

In May 1998, the White House released Presidential Decision Directive 63. The Directive:
1) Established a national goal for infrastructure protection; 2) Created a national structure
much like that recommended by the President's Commission; 3) Provided guidelines on
infrastructure protection; 4) Required each Federal department and agency to assign 1A
responsibilities to the Chief Information Officer and appoint a Chief Infrastructure
Assurance Officer; and, 5) Called for a National Infrastructure Assurance Plan to address
specific tasks such as vulnerability analyses, warning, response, reconstitution, etc.

The national structure outlined in PDD 63 is shown in Exhibit ES-1.
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The National Coordinator is a member of the staff of the Assistant to the President for
National Security Affairs. The Principals Committee on the government side and the
National Infrastructure Assurance Council on the private sector side provide high-level
advice and assistance to the President and meet periodically to enhance the partnership of
the public and private sectors in protecting critical infrastructures. PDD 63 charges the
Critical Infrastructure Assurance Office with integrating the various sector plans into a
National Infrastructure Assurance Plan. Each Lead Agency will designate one individual of
Assistant Secretary rank or higher to be the Sector Liaison Official and to cooperate with the
private-sector Sector Coordinators. The Critical Infrastructure Coordination Group, chaired
by the National Coordinator, consists of Sector Liaison Officials and Functional
Coordinators and chaired by the National Coordinator coordinates the implementation of
PDD 63. On the public side, a National Infrastructure Protection Center (NIPC) has been
established to serve as a national entity to collect, analyze and disseminate information on
critical infrastructure threat assessments, warning, vulnerability, and law enforcement
investigation and response capabilities. The National Coordinator working with various
Federal officials and private sector representatives establishes one or more Information
Sharing and Analysis Centers to serve as a mechanism to gather, analyze, and
appropriately sanitize and disseminate private sector information (such as that developed
by the NIPC) to both industry and the NIPC.

CRITICAL INFRASTRUCTURE PROTECTION AND INFORMATION ASSURANCE

Recent DOD exercises and actual attacks against DOD information systems reinforced the
need to focus more attention on IA. Exercise ELIGIBLE RECEIVER 97, a no-notice Joint
Chiefs of Staff exercise conducted in June 1997, demonstrated that hostile forces could
penetrate national infrastructures and DOD networks and could affect DOD's ability to
perform certain missions. An expert Red Team using only open source intelligence and
commonly available hacker tools was able to demonstrate DOD and national-level system
and network vulnerabilities and emphasized the need for effective vulnerability
assessments, indications and warning, command and control, consequence management,
and interagency planning, procedures, and processes.

In early February 1998, a series of intrusions code-named by the FBI as SOLAR SUNRISE,
gave all the appearances of a well-orchestrated and concerted cyber attack against DOD
systems and networks coincident with an escalating Middle East crisis. While the attackers
were eventually shown to be US teenagers with an Israeli mentor, the simplistic, yet highly
coordinated attack against DOD logistics, finance, and personnel systems reinforced the
findings of ELIGIBLE RECEIVER 97 and clearly demonstrated the need for defined Federal
and DOD organizations to manage the defensive information battle.

Such experiences suggest a need to identify the relationship of critical infrastructure
protection and information assurance. While definitions and terms of reference have not
yet been fully agreed to across both the public and private sectors, some basic concepts are
emerging. CIP in the traditional sense is protecting the critical infrastructures against
physical and electronic attack. Historically, most of the nation's critical infrastructure have
been physically and logically separate systems with little interdependence. As a result of
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advances in information, these infrastructures have become increasingly automated and
inter-linked. Many, if not most, of the control, administration, and maintenance systems for
the critical infrastructures are vitally dependent on information technology and information
systems. Information assurance is a vital and integral part of critical infrastructure
protection. That the draft National Infrastructure Assurance Plan called for by PDD 63 is
titled "The National Information Systems Protection Plan" emphasizes this point.

UPDATE

The following paragraphs briefly summarize some of the key CIP and IA activities that
have occurred since publication of the 3" Edition of this report in September 1997. Details
for each subject area below are included in a chapter of the main body of the report or an
appendix to the report having the same subject area name.

Legal and Regulatory. Only one IA-related law was passed since publication of the 3™
Edition. The No Electronic Theft Act was passed in December 1997. This act strengthened
copyright and trademark laws to accommodate technology considerations. While not of
significant importance to 1A, it does further exemplify that the law (statutes and case law)
generally chases technology creating near-term operational voids and ambiguity, a point
emphasized in detail in the 2" Edition. The Administration's new policy on encryption
technology that permits export of up to 56-bit Digital Encryption Standard and equivalent
products and relaxes some of the key recovery requirements was codified in the Code of
Federal Regulations. Executive Order 13103, Computer Software Piracy, was signed in
October 1998. This order causes Federal departments and agencies to be much more aware
of the sources of software used in the information systems employed to support key
missions and functions. Finally, recent case law shows an increasing propensity to
prosecute juveniles for computer crimes and for some nations to honor requests for
extradition for computer crimes. In addition to providing a detailed discussion of the legal
and regulatory area, the report includes a legal reference guide as an appendix.

Policy and Doctrine. The discussion above on CIP highlights the most significant policy
development since publication of the 3rd Edition. Two other key developments were the
publication of Change 1 to Chairman Joint Chiefs of Staff Instruction 6510.01B, Defensive
Information Operations Implementation, in August 1998 and of Joint Publication (JP) 3-13,
Information Operations, in October 1998. The change to CJCSI 6510.01B included a process to
report computer intrusions and an IA vulnerability alerting process to provide more
positive control of vulnerability alerting and tracking of approved fixes. JP 3-13 formalized
the doctrine for many of the on-going information operations practices in the areas of
military deception, physical attack and destruction, psychological operations, operations
security, electronic warfare, computer network attack, etc. It includes doctrine for
defensive information operations. The areas of computer network defense and information
assurance are major elements of defensive information operations. In related
developments, a Defense-wide Information Assurance Program and supporting staff were
established to coordinate all DOD information assurance activities, a policy mandating the
training and certification of network users and systems and network administrators was
promulgated by OSD, and a top-to-bottom review of all DOD web pages and web sites was
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directed by OSD in December 1998. The report also includes, as an appendix, an annotated
bibliography of infrastructure protection and information assurance related policy
documents.

Standards and Technology. Considerable emphasis has been given to establishing a
“defense in depth” strategy for the Defense Information Infrastructure. In simple terms,
DISA implements this concept at the regional and global levels and the CINCs, Services,
and Defense Agencies implement the concept at the local level (and in coordination with
DISA, occasionally, at the regional level). At all levels, this defense in depth concept
includes techniques such as:

» Physical and logical protection of key network elements,

» Use of firewalls, filtering routers and the like to establish and protect network
boundaries and protected enclaves (communities of interest such as operations,
intelligence, personnel, finance) within network boundaries,

» Use of trusted computer operating systems and security-enabled computer
applications,

» Use of security sensors and management tools to detect network and host-computer
intrusions, to implement security policies, and to manage security configurations of
systems and networks, and

» Use of digital signatures and public key encryption to provide for encryption,
authentication of network transactions, integrity of data and non-repudiation of
transactions.

Organizational Considerations. Restructuring and realignment of information assurance
and critical infrastructure protection responsibilities have caused many organizations to
reorganize. In addition, new organizations have been created to support these
responsibilities. The most significant organizational development has been the activation of
the Joint Task Force for Computer Network Defense (JTF-CND). Its mission is to
coordinate and direct the defense of DOD computer systems and computer networks to
include coordinating the DOD defensive actions with non-DOD government agencies and
appropriate private organizations. The JTF is co-located with and supported by the
Defense Information Systems Agency (DISA). Operationally, the Commander of the JTF
(also the Vice Director of DISA) reports to the Secretary of Defense through the Chairman of
the Joint Chiefs of Staff. The JTF will exercise tactical control over components forces
provided by the Services.

Organizations. The following extracts from Appendix A highlight some of the specific

organizational developments and activities and demonstrate the variety of these activities
occurring throughout the Federal government:
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» The Office of the Assistant Secretary of Defense (C3I) has established staff elements
to address information assurance and critical infrastructure protection.

» The Army will incorporate lessons learned from the Bosnia experience in a
forthcoming update to FM 100-6, Information Operations.

» The Fleet Information Warfare Center established an Information
Warfare/Command and Control lessons learned database for the Navy.

» The Air Force is developing an Information Protect Operations Decision Support
System. It will be used to collect, integrate, and display threat, vulnerability and
system data to quantify risks and develop courses of action for information protect
operations.

» The Defense Advanced Research Projects Agency is conducting an ambitious
Information Survivability research and development Program.

» The Defense Information Systems Agency is assisting the Combatant Commands in
assessing their information assurance posture and providing on-site training,
security management, and network and systems configuration assistance.

» An Information Assurance Technology Analysis Center was established as one of 13
Information Analysis Centers in the Defense Technical Information Center. The
Center serves as the DOD central point of access for scientific and technical
information in support of defensive information operations.

» The Department of Energy National Laboratories are conducting network security
research. One of the Laboratories conducts an information assurance outreach
program.

» The Department of Justice and the National Information Protection Center have
initiated InfraGard, a program to facilitate information sharing among government
and industry.

» The Department of Transportation has established an active program to identify
critical information systems.

» Interoperability remains the biggest information assurance issue for the United
States Coast Guard.

» The General Services Administration has been designated the Executive Agent for
the Federal Sector and charged with creating the Federal model for infrastructure
protection. GSA is also heavily involved in the security aspects of government-wide
electronic commerce an electronic messaging.

Coordinating Activities. Organizations and activities whose purpose is to coordinate

infrastructure protection and information assurance activities across the Federal
government are discussed in Appendix B. Some key activities include:

ES-6 99-062.doc



» National Intelligence Council is embarking on a systematic research and
development program to identify broad, cross-cutting issues in the areas of warning,
the future of military conflict, the information revolution, and the declining
authority of Nation-states.

» The National Research Council recently released Trust in Cyberspace, a report that
suggests a future direction in network trustworthiness research and development.
One suggestion is to abandon the traditional model of “absolute security” and move
to a model of “insecurity” based on three axioms — insecurity exists, insecurity
cannot be destroyed, and insecurity can be moved around — and the use of
vulnerability assessments to influence system and network designs.

» The National Communications System (an Interagency Group) and the President’s
National Security Telecommunications Advisory Committee continue to address a
broad range of information assurance issues related to national security and
emergency preparedness telecommunications such as cellular priority access service,
a transportation sector information assurance risk assessment, and a risk assessment
of the public telephone network.

Because of the extensive organizational and reference information documented herein, this
report can serve as a source book on information assurance background, stakeholders,
interests, and activities. This 4" Edition does not, however, replace previous editions.
Users of this document are encouraged to use this and previous editions as a point of
departure for further exploration into the various dimensions of the dynamically
developing domains of critical infrastructure protection and information assurance.

Finally, because of review and publication requirements, the information in this document
is current as of March 1999.
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SECTION 1
INTRODUCTION

All of our critical infrastructures rely on computers,
advanced telecommunications, and, to an ever-
increasing degree, the Internet. They use these
resources to control, administer, and maintain their
systems, interact with other infrastructures, and

CONTENTS

Purpose and Scope
Significant Events
¢ President’s Commission on
Critical Infrastructure Protection

communicate with suppliers and the customer base. «  CICS Exercise Eligible Receiver 97
« Operations Solar Sunrise
Because these infrastructures are critical to our C”“fa][ '”ffats_tru‘iwe Protection and

. - . - nrormation Assurance
national well being, adversaries will look upon them Related Items
as targets. . Y2K

e Allied and Coalition Activities
Organization of the Document

11 PURPOSE AND SCOPE

The first edition of this report was published in 1995 to highlight the legal, regulatory, policy,
organizational, technical and threat issues associated with information assurance and to serve
as a reference document for numerous information assurance developments. Subsequent
editions added depth and provided details on specific organizations and activities. They also
introduced new material on information assurance operational considerations, international
aspects of information assurance, and concepts of information operations. This fourth edition
provides updated information on specific organizations and also provides some of the
emerging critical infrastructure protection policies, concepts, and organizations. This edition is
provided to the engaged community as a factual resource, rather than to portray any particular
viewpoint, in the interest of building awareness and consensus on required plans and actions.
1.2 SIGNIFICANT EVENTS

In recent years, growing concern about terrorism led to this increased attention on information
assurance and critical infrastructure protection at the highest levels of the Federal government.
In response, the President signed Executive Order 13010 in July 1996. The Executive Order
created the President’s Commission on Critical Infrastructure Protection, which was charged
with developing a comprehensive national policy and implementation strategy for protecting
critical infrastructures from physical and cyber threats. The Commission’s report was released
in October 1997. It provided over 70 specific recommendations regarding the need for
increased training and awareness, government-industry cooperation and information sharing,
modernization of laws related to infrastructure protection, focused research and development,
and a national structure to manage implementation of the recommendations.

In May 1998, the White House released Presidential Decision Directive 63. The Directive:

1) established a national goal for infrastructure protection; 2) created a national structure much
like that recommended by the President’s Commission; 3) provided guidelines on infrastructure
protection; 4) required each Federal department and agency to assign information assurance
responsibilities to the Chief Information Officer and appoint a Chief Infrastructure Assurance
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Officer; and, 5) called for a National Infrastructure Assurance Plan to address specific tasks such
as vulnerability analyses, warning, response, reconstitution, etc.

Recent DOD exercises and actual attacks against DOD information systems reinforced the need
to focus more attention on information assurance. Exercise ELIGIBLE RECEIVER 97, a no-
notice exercise conducted in June 1997, demonstrated that hostile forces could penetrate DOD
networks and affect the Department’s ability to perform certain missions. An expert Red Team
using open source intelligence and commonly available hacker tools was able to demonstrate
DOD and national-level system and network vulnerabilities and emphasized the need for
effective vulnerability assessments, indications and warning, command and control,
consequence management, and interagency planning, procedures, and processes.

In early February 1998, a series of intrusions nicknamed Operation SOLAR SUNRISE gave all
the appearances of a well-orchestrated and concerted cyber attack against DOD systems and
networks in conjunction with a escalating Middle East crisis. While the attackers were
eventually shown to US and Israeli teenagers, the sophisticated attack against DOD logistics,
finance, and personnel systems reinforced the findings of ELIGIBLE RECEIVER 97 and clearly
demonstrated the need for an organization to manage the defensive information battle.

The foregoing led to the following statement emphasizing the importance in critical
infrastructure protection in the recently published National Security Strategy:

"Our military power and national economy are increasingly reliant upon interdependent
critical infrastructures — the physical and information systems essential to the operations
of the economy and government.... It has long been the policy of the United States to
assure the continuity and viability of these critical infrastructures. But advances in
information technology and competitive pressure to improve efficiency and productivity
have created new vulnerabilities to both physical and information attacks as these
infrastructures become increasingly automated and interlinked.... Any interruption or
manipulation of these critical functions must be brief, infrequent, manageable, isolated,
and minimally detrimental to the welfare of the United States.™

1.3 CRITICAL INFRASTRUCTURE PROTECTION AND INFORMATION
ASSURANCE

While definitions and terms of reference have not been fully agreed to across both the public
and private sectors, some basic concepts are emerging. Critical infrastructure protection in the
traditional sense is protecting the critical infrastructures against physical and electronic attack.
Historically, most of the nation’s critical infrastructures have been physically and logically
separate systems with little interdependence. As a result of advances in information, these
infrastructures have become increasingly automated and inter-linked.

Many, if not most, of the control, administration, and maintenance systems for the critical
infrastructures are vitally dependent on information technology and information systems.
While protecting both the physical and information elements of these infrastructures is
important, the vulnerability of the information systems supporting the infrastructures is of

! The White House, A National Security Strategy for a New Century, October 1998, page 20.

1-2 99-062.doc



more immediate concern. All critical infrastructures rely on computers, advanced
telecommunications, and to an ever-increasing degree, the INTERNET, for a variety of functions
to include communication with suppliers and the customer base.

Information assurance is a vital and integral part of critical infrastructure protection. The report
of the President’s Commission on Critical Infrastructure Protection also emphasizes the need to
protect the information components of the critical infrastructures.

"Today, the right command sent over a network to a power generating station's control
computer could be just as effective as a backpack full of explosives, and the perpetrator
would be harder to identify and apprehend.

The rapid growth of a computer-literate population ensures that an increasing millions
of people possess the skills necessary to consider such an attack. The wide adoption of
public protocols for system interconnection and the availability of "hacker tool" libraries
make their task easier.

While the resources needed to conduct a physical attack have not changed much
recently, the resources necessary to conduct a cyber attack are now commonplace. A
personal computer and a simple telephone connection to an Internet Service Provider
anywhere in the world are enough to cause a great deal of harm."

That the draft National Infrastructure Assurance Plan called for by PDD 63 is titled "The
National Information Systems Protection Plan" provides additional emphasis to the point.

1.4 RELATED ITEMS

It is difficult to address information assurance activities without mentioning the Y2K
problem. Because of the vast amount of media attention to this issue, within DOD and
throughout society, it will not be addressed in this report. It is important to note, however,
that many of the activities started to address the Y2K problem are equally valid information
assurance activities. For example, a critical first step in information assurance is to identify
the critical missions and functions performed by an organization and the information
infrastructure elements that support the critical missions and functions. This information is
essential to specifying needed infrastructure protection, conducting risk analyses, drafting
contingency plans, and developing rules of engagement for responding to attacks on the
infrastructure. The key first step in addressing the Y2K problem is to also identify the
critical systems supporting the critical missions and functions. There are many other
parallels between Y2K activities and information assurance activities — awareness and
training, response teams, exercises. In short, both the private sector and government
organizations can get a jump-start on good information assurance planning and
implementation by using the processes developed for Y2K and applying the Y2K lessons
learned.

? President’s Commission on Critical Information Protection, Report Summary, Critical Foundations - Thinking
Differently. Available at http://www.pccip.gov/summary.html.
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Several information assurance initiatives involving allies and coalition partners are
beginning to emerge. Because the primary focus of this report is on US DOD and National
level activities, these international activities are only briefly summarized below.

NATO has not embraced the information assurance construct but has a robust INFOSEC
program that includes many of the tenets of IA. Two high-level groups share responsibility
for INFOSEC within NATO. The NATO Security Committee addresses INFOSEC policy
and the NATO Command Control Consultation Board (NC3B) addresses implementation
issues. The ASD (C3l) is the U.S. representative to the NC3B. On behalf of the Security
Committee, the INFOSEC Working Group develops policy and guidance documents. One
of eight subcommittees, the INFOSEC Subcommittee addresses INFOSEC implementation
issues on behalf of the NC3B. Working groups under the subcommittee work specific
issues including PKI, Interconnection of networks, Encryption, and developing an
INFOSEC framework.

Noteworthy initiatives underway in NATO include:

Adopting the Common Criteria for evaluating INFOSEC products.

Firewalls and risk assessment and intrusion detection tools are being procured.
A NATO Certification and Accreditation Process has been adopted.
Establishing a NATO CERT is under discussion.

The Working Group on Interconnection of Networks addresses many of the issues
that arise during the annual Joint Warrior Interoperability Demonstration (JWID).
The lessons learned from JWID are related to the working group through the lead
U.S. representative. The working group is drafting a NATO directive on
interconnection of NATO networks to coalitions and task forces comprised of NATO
and non-NATO members.

Y V V VYV VY

Other coalition activities include the Defense Information Technology Security Working
Group (DITSWG), made up of representatives from the certification and accreditation
organizations of Australia, Canada, New Zealand, the United Kingdom, and the U.S. This
group serves to develop common INFOSEC policies and practices among the member
nations defense elements with the aim of ensuring proper and effective secure
interconnection of systems. The DITSWG is currently finalizing a five-nation Statement of
Common Security Policies and a Joint National Accreditation Process.

Other allied IA coordination initiatives are underway under the auspices of the Coalition

Communications and Electronics Board (CCEB) and other bilateral and multilateral
agreements.
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1.5 ORGANIZATION OF THE DOCUMENT

The following sections address the key issues related to critical infrastructure protection
and information assurance. These include legal and regulatory (Section 2), policy and
doctrine (Section 3), standards and technology (Section 4), and organizational
considerations (Section 5). As previously indicated, the focus of this edition has been on
updating organizations and activities.
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SECTION 2
LEGAL AND REGULATORY

2.1 INTRODUCTION

This section updates the Legal and
Regulatory Sections of the 3" Edition. Please
note that this section builds upon the
information contained in the 3" Edition and
does not reintroduce all laws and regulations
presented in the earlier edition. The purpose
of this presentation is to analyze recently
passed legislation, the results of information-
assurance-related prosecutions, and changes
in Federal Regulations on important topics
such as encryption. Additional information
on legislation and Executive Orders can be

found in Appendix C, Legal Reference Guide.

2.2 LEGAL"

CONTENTS

Legal
Significant Legislation and Federal Guidelines
e Computer Fraud and Abuse Act
* No Electronic Theft Act
e 1997 Supplement to Federal Guidelines for
Searching and Seizure Computers
Significant Arrests and Opinions
« Prosecuting Juveniles
« Extradition
¢ First Amendment Issues
e Primary Issues
 Particularly Damaging or Dangerous Cases
New Regulations
e Encryption
Executive Order 1303
Conclusions

Cybercrime is one of the most complicated investigative and prosecutive challenges facing
the United States Government today. In his March 19, 1997, testimony before the Senate
Judiciary Subcommittee on Technology, Terrorism and Government Information, Deputy
Assistant Attorney General, Criminal Division, Robert S. Litt discussed three roles

computers can play in criminal activity:

» First, a computer can be the target of an offense, for example if a hacker tries to steal
information from, or do damage to, a computer or computer network. We are all familiar
with examples of these, such as vandalism of Web sites or the introduction of viruses into

computers.

» Second, the computer can be a tool in the commission of a traditional offense. Computers can
replace the telephone as a tool in an illegal telemarketing operation; they can be and are used
to create and transmit child pornography. Or, to give you a specific example, Russian
computer hackers in St. Petersburg broke into a Citibank electronic money transfer system
and tried to steal more than $10 million by multiple wire transfers to accounts in at least
seven different countries. Members of the gang have been arrested in several countries, but
according to Citibank $400.000 has still not been recovered.

! A primary Internet site for legal information is that of the U. S. Department of Justice's Computer Crime and
Intellectual Property Section. Available at this site is information about statutes, prosecutions, the Federal Search and
Seizure Guidelines, as well as relevant speeches and Congressional testimony of key Justice officials on information
assurance topics (http://www.usdoj.gov/criminal/cybercrime).
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» Finally, computers can be incidental to the offense, but still significant for law enforcement
purposes. For example, many drug dealers now store their records on computers, which
raises difficult forensic and evidentiary issues that we don"t face with old-fashioned paper
records.

Of course, a single computer could be used in all three ways. For example, a "hacker might
use his computer to gain unauthorized access to an Internet Service Provider such as
America On-Line — known as an "ISP" — and then use that access to illegally distribute
copyrighted software stored on his computer's hard drive.?

Concerning difficulties encountered in prosecuting computer crime, Mr. Litt raised the
issue of proving the criminal’s and victim’s identities in networked environments, as well
as establishing jurisdiction. In essence, the anonymity provided by the Internet has
complicated even these most basic elements of investigating and prosecuting crime.
Attacks on Department of Defense systems during 1997 and 1998 illustrate the points raised
by Mr. Litt, demonstrating the interagency and international complexities of investigating
and prosecuting computer crime. In addition to the issues raised by Mr. Litt, the fact that
the Federal court system is unaccustomed to prosecuting juveniles makes using prosecution
as a deterrent a somewhat tenuous concept.

2.3 SIGNIFICANT LEGISLATION AND FEDERAL GUIDELINES

This section begins with a review of The Computer Fraud and Abuse Act, as amended 3
October 1996, which is codified at Title 18 U.S.C. 81030. While it is not new, it remains the
primary statute for computer crime prosecution and is important to understand as context
for the case law analysis. Next a new statute, The No Electronic Theft Act, which is codified
at Title 17 U.S.C., 88506 and 507 and Title 18 U.S.C. 882319, 232319A, and 2320, is
highlighted. The No Electronic Theft Act is the only significant Federal legislation affecting
information assurance that has been passed since the 3™ Edition.

2.3.1 A Review of the Computer Fraud and Abuse Act (Title 18 U.S.C. §1030)
The Act presents the following important definitions:
A protected computer is one that is:
» Exclusively for the use of a financial institution or the U.S. Government, or, in the
case of a computer not exclusively for such use, used by or for a financial institution

or the U.S. Government and the conduct constituting the offense affects that use by
or for the financial institution or the Government

» Used in interstate or foreign commerce or communications.

? http://www.usdoj.gov/criminal/cybercrime/sentechtes.htm.
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Damage means "any impairment to the integrity or availability of data, a program, a
system, or information, that:

» Causes loss aggregating at least $5,000 in value during any one-year period to
one or more individuals

» Modifies or impairs, or potentially modifies or impairs, the medical
examination, diagnosis, treatment, or care of one or more individuals

» Causes physical injury to any person
» Threatens public health or safety.

Two major intents of the 1996 amendment were to pull together the various statutes under
which computer crime had been prosecuted in the past and to clearly define the elements of
computer crime in its various manifestations for more efficient and effective application of
the law. The statute generally prohibits gaining or attempting to gain unauthorized access
or exceeding authorized access to computers. The acts of gaining or attempting to gain
unauthorized access and exceeding authorized access to obtain information are essential
elements of the crimes. National security, financial, and medical information are
specifically extended protection under this section, and 81030 (a)(2)(C) protects against
interstate or foreign theft of any information by computer.

The Act levies punishment ranges from one to 20 years and/or fines, with the heaviest
punishments linked to unauthorized or exceeded access to and disclosure of national
security information, as described in (a)(1). Civil action is allowed for compensatory
damages and injunctive or other equitable relief. Civil damages are limited to economic
damages. The Act uses the wording: "knowingly," "with reason to believe," "intentionally,"
and so forth, which must be proven in prosecutions. Also, it is worth noting that the
Government must prove that a certain person or persons committed the crime, not just that
a particular computer was used.

The statute specifies that it does not prohibit lawfully authorized law enforcement or
intelligence agency actions. The U.S. Secret Service, the FBI, and DOD have investigative
jurisdiction under this statute.

The Computer Fraud and Abuse Act, as amended in October 1996, is briefed in Exhibits 2-1
and 2-2 which follow.
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(1) Whoever - (1) Knowingly accesses a computer to obtain information that is protected “against
unauthorized disclosure for reasons of national defense or foreign relations, or any restricted
data, as defined in paragraph y. of section 11 of the Atomic Energy Act of 1954: “With reason to
believe that the information so obtained could be used to the injury of the United States, or to
the advantage of any foreign nation: willfully communications, delivers, transmits, or causes to
be communicated, delivered, or transmitted, or attempts to do so, to any person not entitled to
receive it;

(2) Intentionally access a computer to obtain information concerning credit or financial
transactions; information from any department or agency of the United States; information from
any protected computer if the conduct involved an interstate or foreign communication;

(3) Intentionally, without authorization to access any nonpublic computer of a department or
agency of the United States, accesses such a computer affecting its use by or for the Government
of the United States;

(4) Knowingly and with intent to defraud, accesses a protected computer without authorization, or
exceeds authorized access, to further the intended fraud and obtains anything of value, “unless
the object of the fraud and the thing obtained consist only of the use of the computer and the
value of such use is not more than $5,000 in any one-year period.”

(5) (@ Knowingly causes the transmission of “a program, information, code, or command,” and
causes damage to a protected computer;

(b) Intentionally accesses a protected computer without authorization and recklessly causes
damage; or

(c) Intentionally accesses a protected computer without authorization and causes damage.

(6) Knowingly and with intent to defraud traffics a password or similar information through which
a computer can be accessed without authorization, if:

(@) Such trafficking affects interstate or foreign commerce; or
(b) Such computer is used by or for the Government of the United States.

(7) With intent to extort money or a thing of value, transmits in interstate or foreign commerce any
threat to cause damage to a protected computer.

And, whoever attempts to commit an offense described above.

Exhibit 2-1. Computer Fraud and Abuse Act Elements of the Crime
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(©)(1)(A) “afine and/or imprisonment for not more than ten years for a violation of subsection
(a)(1), “which does not occur after a conviction for another offense under this section, or
an attempt to commit an offense punishable under this subparagraph;

(©)(1)(B) afine and/or imprisonment for not more than twenty years for a violation of subsection
(a)(1), which occurs after a conviction for another offense under this section or an
attempt to commit an offense punishable under this subparagraph;

(©)(2)(A) afine and/or imprisonment for not more than one year committing an offense under
subsection (a)(2), which does not occur after a conviction for another offense under this
section, or an attempt to commit an offense punishable under this subparagraph; and

(©)(2)(B) afine and/or imprisonment for not more than 5 years for an offense under subsection

@)(2) if:
(i) the offense was committed for commercial advantage or private financial gain;

(i) “the offense was committed in furtherance of any criminal or tortuous act in
violation of the Constitution or laws of the United States or of any State; or

(iii) “the value of the information obtained exceeds $5,000;”

©)@)(A) “afineand/or imprisonment for not more than ten years for a violation of subsection
(a)(1), “which occurs after a conviction for another offense under subsection (a)(2), (a)(3),
or (a)(6) of this section or an attempt to commit an offense punishable under this
subparagraph;” and

©)@)(B) *“afineand/or imprisonment for not more than five years for a violation of subsection
()(1),” which does not occur after a conviction for another offense under subsection
(@)(4), (a)(5)(A), (a)(5)(B), or (a)(7) of this section or an attempt to commit an offense
punishable under this subparagraph;” and

©)@)(C) *“afineand/or imprisonment for not more than ten years for a violation of subsection
(a)(1),” which occurs after a conviction for another offense under subsection (a)(4),
(@)(5)(A), (@)(5)(B), (@)(5)(C), or (a)(7) “of this section or an attempt to commit an offense
punishable under this subparagraph.

Exhibit 2-2. Computer Fraud and Abuse Act Punishments
2.3.2 No Electronic Theft Act

On 16 December 1997, The No Electronic Theft Act was signed into law. The Act was
passed, at least in part, in response to U.S. v. LaMacchia’, in which a 21-year-old MIT
student set up a bulletin board and distributed pirated software through it. The wire-
fraud statute, that was available at the time, required proof that the perpetrator
personally profited from the crime. As the Government was unable to demonstrate this,
the prosecution for copyright infringement was unsuccessful. The new Act eliminates
the personal-gain requirement and strengthens the copyright and trademark laws to
accommodate technology considerations. The Act amends the criminal copyright and

* 871 F. Supp. 535 (D. Mass. 1994).
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trademark provisions in 17 U.S.C. 8§ 101, 506, and 507 and 18 U.S.C. 8§ 2319, 2319A, and
2320 to include the following:’

>

2.3.3

Individuals may be prosecuted under misdemeanor or felony provisions in cases
involving large-scale illegal reproduction or distribution of copyrighted works
where the infringers act willfully but without a discernible profit motive.
Reproducing or distributing ten or more copies of one or more copyrighted works
that have an aggregate retail value of $2,500 or more constitutes a felony, and carries
a maximum sentence of three years imprisonment and a fine of $250,000.
Reproducing or distributing one or more copies of one or more copyrighted works
that have a total retail value of more than $1,000 constitutes a misdemeanor and
carries a one-year maximum sentence and a fine of up to $100,000.

Reproducing or distributing that constitutes small-scale non-commercial copying
(copyrighted works with a total retail value of less than $1,000) or is not done
"willfully," is exempt from criminal prosecution;

"Willful" infringement must consist of evidence of more than the mere intentional
reproduction or distribution of copyrighted works;

"Financial gain" in the Copyright Act (17 U.S.C. 8101 et seq.) is now defined to
include the "receipt, or expectation of receipt, of anything of value, including the
receipt of other copyrighted works." This ensures that persons who illegally
traffic in copyrighted works by using barter rather than cash are covered by the
statute;

"Reproduction or distribution™ includes by electronic as well as tangible means;

The statute of limitations is extended from three to five years, making the criminal
copyright statute consistent with most other criminal statutes;

There is a recidivist provision that raises penalties for second or subsequent felony
copyright offenses;

Parties who own rights in the pirated copyrighted works or in trademarks on
counterfeit goods may now provide a victim impact statement to the sentencing
court; and

The Sentencing Commission is to amend the Sentencing Guideline for copyright and
trademark infringement to allow courts to consider the quantity of infringing goods

and the retail value of the good infringed upon, rather than the often lower value of

the infringing good when sentencing.

1997 Supplement to Federal Guidelines for Searching and Seizing Computers

The Computer Crime and Intellectual Property Section's October 1997 Supplement to Federal
Guidelines for Searching and Seizing Computers is available online at the Computer Crime and

* This section is drawn closely from the USDOJ, Computer Crime and Intellectual Property Section's Summary of
Changes to the Criminal Copyright and Trademark Laws (http://www.usdoj.gov/criminal/cybercrime/netsum.htm).
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Intellectual Property Section's Internet site (http://www.usdoj.gov/criminal/cybercrime/
netsum.htm). The supplement updates the July 1994 Federal Guidelines for Searching and
Seizing Computers and describes relevant federal cases decided since the 1994 edition, as
well as earlier decisions. New to the supplement are state cases, which were not addressed
in the 1994 guidelines.

2.4 SIGNIFICANT ARRESTS AND OPINIONS OF 1997 AND 1998

As described above, new legislation is often passed in response to problems that arise as
prosecutions show existing statutes to be outdated or insufficient. Such was the case with
The No Electronic Theft Act, which amends the insufficiency of the law encountered in
prosecuting U.S. v. LaMacchia. According to the Office of Policy Analysis of the US
Sentencing Commission, there were 26 prosecutions under The Computer Fraud and Abuse
Act in 1997.° This section reviews significant arrests and court opinions that will shape the
application of the law on information assurance-related cases. The section highlights the
difficulties encountered in attempting to prosecute juveniles in Federal court, the trend
toward international cooperation in computer crime investigations, some First amendment
and privacy issues, and some particularly damaging cases.

2.4.1 Prosecuting Juveniles

As mentioned in the introduction to the Legal and Regulatory Section, prosecuting
juveniles in Federal court is problematic. Often their crimes are viewed as little more than
pranks of bright and promising adolescents. Also, there is not an historic body of
precedents for judges to consult in deriving opinions and sentences. Even when lives were
at stake, the tendency in sentencing has been leniency as shown in the following example.

2.4.1.1 Juvenile Hacker Disrupts FAA Control Tower. In March of 1997, a juvenile
computer hacker used his personal computer and modem to disable a telephone company
computer that serviced the Worcester, Massachusetts Airport. The juvenile, whose name
remains sealed, disabled NYNEX loop carrier systems to the FAA control tower for six
hours. Loop carrier systems are used by telephone companies to integrate hundreds of
telephone lines for digital transmission over single, high capacity fiber-optic cables to
central offices. The systems allowed remote access for repairs.

"This case, with the associated national security ramifications, is one of the most significant
computer fraud investigations conducted by the US Secret Service,” said Michael T.
Johnston, Acting Special Agent in Charge of the Boston Office of the US Secret Service.’

® Leibowitz, Wendy R., "Judges Having Hard Time With Computer Crime: Sentencing Standards Aren't Clear-Cut,"
National Law Journal, July 6, 1998 (http://www.ljx.com).

®"Juvenile Computer Hacker Cuts off FAA Tower At Regional Airport - First Federal Charges Brought Against a
Juvenile for Computer Crime," undated Department of Justice press release
(http://www.usdoj.gov/criminal/cybercrime/juvenilepld.htm).
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The press release describes the events that ensued on March 10, 1997, as follows:

At approximately 9:00 a.m., the juvenile computer hacker intentionally, and without
authorization, accessed the loop carrier system servicing the Worcester Airport. He then sent
a series of computer commands to it that altered and impaired the integrity of data on which
the system relied, thereby disabling it. Public health and safety were threatened by the outage
which resulted in the loss of telephone service, until approximately 3:30 p.m., to the Federal
Aviation Administration Tower at the Worcester Airport, to the Worcester Airport Fire
Department and to other related concerns such as airport security, the weather service, and
various private airfreight companies. Further, as a result of the outage, both the main radio
transmitter, which is connected to the tower by the loop carrier system, and a circuit which
enables aircraft to send an electric signal to activate the runway lights on approach were not
operational for this same period of time.

Later on the same day, at approximately 3:30 p.m., the juvenile computer hacker
intentionally, and without authorization, accessed the loop carrier system servicing
customers in and around Rutland, Massachusetts. Once again, he sent a series of computer
commands to the digital loop carrier that altered and impaired the integrity of data on which
the system relied, thereby disabling it. The second outage disrupted telephone service
throughout the Rutland area, causing financial damage as well as threatening public health
and safety as a result of the loss of telephone service. During this attack, the juvenile
computer hacker changed the system identification to "Jester.”

The juvenile also broke into a pharmacy computer on four occasions and copied patient
records by sending the command that the pharmacy computer send files of all the
prescriptions filled by the pharmacy over the previous week, including customer name,
address, telephone number and the prescription supplied. AT&T reported the activity to
the US Secret Service, which investigated the case and made the arrest. The juvenile
received two years of probation and 250 hours of public service. These are the first federal
charges to be brought against a juvenile for computer crime. The United States Attorney’s
Office called the plea bargaining, "a balanced effort, weighing the seriousness of this
juvenile’s computer intrusions and his lack of malevolence."

2.4.1.2 Ehud Tenebaum, TooShort and Makaveli. During February 1998, the DOD
detected a series of computer intrusions into its systems. The Department of Justice, FBI,
Air Force Office of Special Investigation, Naval Criminal Investigative Service, and the
National Aeronautic and Space Administration worked together in investigating these
intrusions. Also accessed were hundreds of commercial and educational institution
systems in the United States and other countries. While the attacks kept Government
personnel busy for weeks, there was no loss of classified information nor disruption of
military operations.

""Juvenile Computer Hacker Cuts off FAA Tower At Regional Airport - First Federal Charges Brought Against a
Juvenile for Computer Crime," undated Department of Justice press release
(http://www.usdoj.gov/criminal/cybercrime/juvenilepld.htm).
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On 18 March 1998, Ehud Tenebaum, an 18-year-old Israeli citizen, was arrested by the
Israelis for illegally accessing Israeli and US Government computers. Tenebaum was
charged under Title 18 81030, but not extradited. In Cloverdale, California, FBI agents
seized computer equipment belonging to two accomplices known as TooShort and
Makaveli, 15- and 16-year-old boys. On July 30, 1998, the teens pleaded guilty. After a
court hearing concerning the role they played in causing this interagency, international
investigation, their computer equipment was forfeited to the Government, they received
suspended sentences, and are not allowed to use computer equipment unsupervised or
obtain jobs in the computer field during the period of their probation.

2.4.2 Extradition

Eugene E. Kashpureff pleaded guilty to violations of Title 18 §1030. Kashpureff, the owner
of a Washington State-based commercial registration service for Internet domain names,
admitted to using DNS corruption software to interrupt service for tens of thousands of
Internet users throughout the world. According to the press release:

Kashpureff, a self-described "webslinger," designed a corruption of the software system that
allows Internet-linked computers to communicate with each other. By exploiting a weakness
in that software, Kashpureff hijacked Internet users attempting to reach the Web Site for
InterNIC, his chief commercial competitor, to his AlterNIC Web Site, impeding those users*
ability to register Web Site domain names or to review the InterNIC's popular "electronic
directory* for existing domain names.’

Kashpureff, 33, was extradited from Canada where he had fled after launching Internet
attacks then bragging to the media that he could "divert all communications destined for
China, the 100 most visited Web Sites in the world, and the White House Web Site."*

2.4.3 First Amendment Issues
1997 and 1998 brought significant opinions on First Amendment rights on-line."

» U.S. v. Machado, No. SACR 96-142-ASH (S.D.Cal.). Richard Machado was a
University of California at Irvine student who used a university computer and
network to email hate messages threatening Asian students. Machado was
convicted under Federal civil rights statutes. Machado used a university computer
to send email to 59 Asian students. He told them to leave the university or he would
"hunt all of you down and Kill your stupid asses;" and "l personally will make it my
life's work to find and kill every one of you personally. OK? That's how determined
| am. Do you hear me?"

® Department of Justice press release, United States Attorney, Eastern District of New York, March 19, 1998
(http://www.usdoj.gov/criminal/cybercrime/kashpurepr.htm).

® United States Attorney, Eastern District of New York, press release, March 19, 1998
(http://www.usdoj.gov/criminal/cybercrime/kashpurepr.htm).

 First Amendment cases are drawn from "Top Cyberspace Law Cases of 1998," The UCLA Online Institute for
Cyberspace Law and Policy (http://www.gse.ucla.edu/iclp/98cases).
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Compuserve Germany. On May 28, 1998 in Munich, Germany, Felix Somm, former
CompuServe Deutschland, was convicted of violating local pornography laws.
Somm was blamed for not blocking access to pornographic pictures that were
available on the Internet. Somm was sentenced to two years' probation and ordered
to donate 100,000 marks to charity. By convicting Mr. Somm, the court appears to be
saying that Internet service providers in Germany are responsible for Internet
content and must take affirmative steps to block access to objectionable material.
The judge disagreed with the defendant's attorney's argument that it was technically
impossible to filter out all such material and said that CompusServe had let
"protecting the young ... take second place to maximizing profits." The case sets the
precedence of prosecuting a commercial online service for material it did not
produce.

Loudoun v. Board of Trustees of Loudoun County Library, 1998 WL 164330 (E.D.Va.). In
late 1997, the Loudoun County Library Board voted to require site-blocking software
on all library computers to block "child pornography”, and obscene material (hard
core pornography)”, and other materials deemed harmful to juveniles by Virginia
statutes. The judge agreed with the plaintiffs that content-based site blocking was
too broad to protect First Amendment rights and therefore unconstitutional as
applied.

U.S. v. Hilton, 1998 U.S. Dist. LEXIS 5007, 1008 WL 167255 (D.Me.). In this case, the
defendant challenged the constitutionality of 18 USC § 2252, as it included
"computer or computer generated” images that are "or appear to be, of a minor
engaging in sexually explicit conduct: in its definition of child pornography. The
court found the definition to be overbroad, as it could include pornographic
depictions of adults who appear youthful and thus would no longer fit the definition
of minors.

Urofsky v. Allen, 1998 U.S. Dist. LEXIS 2139, 1998 WL 86587 (E.D. Va.). On 26
February 1998, the court found a Virginia statute prohibiting state employees from
accessing sexually explicit materials on-line to be unconstitutional. The court held
that sexually explicit material may contain information that could benefit the public,
it is protected by the Constitution.

Privacy Issues

The Electronic Communications Privacy Act prohibits online service providers from
disclosing subscriber information for use in a criminal investigation without a court order
or the consent of the subscriber. Senior Chief Petty Officer Timothy R. McVeigh was
dismissed from the Navy after investigators found that he had violated the policy against
homosexual conduct in the military. On January 15, 1998, McVeigh filed suit against the
U.S. Navy, claiming that Naval investigators illegally obtained confidential information
about him from America On-Line where he had listed his marital status as "gay" on an
Internet profile. On January 29, 1998 a Federal judge ordered the Navy to reinstate
McVeigh. InJune 1998, the Navy settled a civil suit with McVeigh, agreeing to grant him
early retirement with full benefits and to pay his $90,000 in legal costs.
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2.4.5 Particularly Damaging or Dangerous Cases

While the next two cases have not yet set interesting legal precedents, they are examples of
particularly damaging and dangerous abuse of communications systems.

2.45.1 Arrest Made for Interference in Radio.” On November 9, 1998 the FBI, Federal
Aviation Administration and Federal Communications Commission announced the arrest
of Kevin M. Kelly in Cumming, Georgia, for causing interference to radio frequencies used
for communications between aircraft and the air traffic controller at the Atlanta Hartsfield
International Airport. Kelly, an electronics engineer with experience in digital video
satellite receiver design, was charged with four counts of violating Title 49, U.S. C §46308
(3), which prohibits knowingly interfering with the operation of a true light or signal used
at an air navigation facility. Investigation began when the FAA reported sporadic and
momentary radio frequency interference between aircraft and air traffic controller
communications. Extensive investigation identified the point of origin as a subdivision in
Cumming, Georgia. According to the press release, Kelly was upset with the noise from air
traffic that flew over his house.

2.45.2 Disgruntled Employee Sets Off $10 Million Computer "Bomb".” According to
the two-count indictment returned January 28, 1998, Timothy Lloyd, a former computer
network programmer for Omega Engineering Corporation intentionally caused irreparable
damage to Omega's computer system by activating a "bomb" that permanently deleted all
of the company's design and production software programs, resulting in a loss of at least
$10 million in sales and contracts. In addition, Lloyd is charge with interstate
transportation of stolen computer equipment. Arrested by agents of the US Secret Service,
Lloyd faces a maximum of five years in Federal prison on count one and 10 years on count
two. Each count carries a maximum fine ranging from $250,000 to twice the loss or gain
from the crime. Lloyd could be ordered to make restitution. Lloyd's apparent motivation
was that he had been fired. Omega is a manufacturer of high-tech measurement and
control instruments used by NASA and the U.S. Navy.

2.5 NEW REGULATIONS

This section updates significant Federal Regulations passed since 1996 that affect
information assurance. For purposes of this discussion, regulations are defined as follows:

Regulations are rules and guidelines established by administrative agencies that, if derived
from statutes, may carry the force of law, such as the income tax codes. Congress created
administrative agencies, such as the Internal Revenue Service, to establish and enforce
regulations. Most Federal regulations are published in the Code of Federal Regulations.
Regulations may apply to the general public, business entities, and the enforcing agency.
States may create their own regulations.”

rArrest of Kevin M. Kelly," FBI Atlanta, Georgia, November 9, 1998
(http://www.fcc.gov/Bureaus/Compliance/News_Releases/1998/nrci8027.html).

2 "Former Chief Computer Network Program Designer Arraigned for Alleged $10 Million Computer 'Bomb,"
Department of Justice Press Release, 2 February 1998 (http://www.usdoj.gov.criminal.cybercrime.lloydpr.htm).
 Elias and Levinkindl,_egal Researcipp. 6/40-41.
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On September 16, 1998, Vice President Gore announced a new Federal policy on the export
of encryption removing export controls for "56-bit DES and equivalent" encryption
hardware and software and removing key recovery clauses from export regulations. While
it is obvious that such encryption in the hands of criminals could be devastating, the
encryption was already available in overseas markets. The motivating force behind export
control changes was an attempt to strike a balance between law enforcement interests and
US businesses' ability to compete in international markets.

The US Department of Commerce Bureau of Export Administration responded with an
interim rule amending the Export Administration Regulations, codified at 15 CFR Parts 730-
774. The Bureau of Export Administration's summary matrix that describes the new
provisions is quoted as follows:*

1. Release up to 56 bit DES and equivalent™ hardware and software. Hardware and software
exports of up to ""56 bits DES and equivalent™ products will be eligible for license exception
treatment to all users and destinations (except the seven State supporters of terrorism) after a
one-time technical review. No further key recovery plans or renewals of existing key recovery
plans are required. This release includes up to 56 bit DES, RC2, RC4, RC5 and CAST.
Products with asymmetric key sizes up to 1024 bits will be permitted. Semi-annual post-
facto reporting of end users for non-mass market exports to military and government end-
users will be required.

2. Relax requirements for Key Recovery products

Remove from the regulations the requirement to name and review key recovery agents for
exports of key recovery products. Require post-facto reporting of key recovery agents and the
end users of key recovery products (currently semi-annual). Supplement 5 (Key Recovery
Agent Criteria) will be removed from regulations.

3. Sectors
Semi-annual post-facto reporting is required within each sector.

U.S. Subsidiaries: Approve exports of any encryption with any key length, with or without
key recovery, to subsidiaries of U.S. companies (defined in Commerce regulation) world-wide
(except the seven state sponsors of terrorism) under license exception, for the protection of
internal business operations. This policy will also extend favorable treatment, to “'strategic,
partners" under license.

Insurance Companies: Treat insurance companies like banks and securities firms by adding
them to the definition of "*financial institution.” The result is license exception treatment to
institutions headquartered in nations listed in the recent amendments to the EAR relating to
banks and financial institutions (63 FR 50156).

* The primary Internet information source for the Bureau of Export Controls is http://www.bxa.doc.gov, through
which one can also access Export Administration Regulations. The interim rule can be found at
http://bxa.fedworld.gov/whatsnew.cgi/encrypt.
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Health/Medical: Permit the export under license exception of any encryption with any key
length, with or without key recovery, to organizations in the strictly defined health and
medical sectors (see attached definitions) located in the nations listed in the banking
regulation. Exports outside the country list found in the banking regulation receive a policy
of approval under Encryption Licensing Arrangements (ELAS), recognizing that certain
destinations may be denied on foreign policy or other grounds. The EAR will exclude
biochemical firms, pharmaceutical firms and military agencies from eligibility for the license
exception. Exports to such end users are possible under individual license.

On-Line Merchants: The EAR will permit license exception treatment for the export of
client-server applications (e.g., SSL) and applications tailored to on-line transactions, with
any encryption algorithm and with any key length and with or without key recovery, to on-
line merchants (see attached definitions), located in the country list found in the banking
regulation. Exports would be limited to those that facilitate secure electronic transactions
between merchants and their customers. Exports outside the country list found in the
banking regulation receive a policy of approval under ELA, recognizing that certain
destinations may be denied on foreign policy or other grounds. Foreign merchants (non-US
owned and controlled) that sell items and services controlled on the U.S. munitions list are
excluded from this policy. For merchants having separate business units, only those business
units selling munitions items are excluded from this policy of approval and license exception.

Recoverable Products

Permit exports, under Export Licensing Arrangements, of recoverable products (see attached
definitions) to foreign commercial firms for internal company proprietary use, only (i.e. not
sold for individual use) that are located in the following countries:

Austria, Australia, Belgium, Canada, Denmark, Finland, France, Germany, Iceland, Ireland,
Italy, Japan, Luxembourg, The Netherlands, New Zealand, Norway, Portugal, Spain,
Sweden, Switzerland, and the United Kingdom.

Anguilla, Antigua, Argentina, Aruba, Bahamas, Barbados, Brazil, Dominica, Ecuador,
Greece, Hungary, Kenya, Monaco, Poland, Seychelles, St. Kitts and Nevis,
St. Vincent/Grenadines, Trinidad and Tobago, Turkey and Uruguay.

In addition, for those commercial firms headquartered in countries listed in 1 above, further
permit exports, ELAS, of recoverable products to their foreign subsidiaries for internal
company proprietary use in all destinations except the seven countries identified as State
supporters of terrorism.

For both 1 and 2 above, this policy of approval excludes those commercial firms or separate
business units of commercial firms engaged in the manufacturing and distribution of
products or services controlled on the U.S. Munitions List. Service providers are also
excluded from this policy. Semi-annual post export reporting of end users is required.
Exports to those end users and countries not listed under this policy are possible under
Validated Licenses or Export Licensing Arrangements on a case-by-case basis.
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26  EXECUTIVE ORDER 13103%

Executive Order 13103 was written in support of the international effort against software
piracy. Obligations levied by the Order are quoted as follows:

Section 1. Policy. It shall be the policy of the United States Government that each executive
agency shall work diligently to prevent and combat computer software piracy in order to
give effect to copyrights associated with computer software by observing the relevant
provisions of international agreements in effect in the United States, including applicable
provisions of the World Trade Organization Agreement on Trade-Related Aspects of
Intellectual Property Rights, the Berne Convention for the Protection of Literary and Artistic
Works, and relevant provisions of Federal law, including the Copyright Act.

(a) Each agency shall adopt procedures to ensure that the agency does not acquire,
reproduce, distribute, or transmit computer software in violation of applicable
copyright laws.

(b) Each agency shall establish procedures to ensure that the agency has present on its
computers and uses only computer software not in violation of applicable copyright
laws. These procedures may include:

(1) preparing agency inventories of the software present on its computers;

(2) determining what computer software the agency has the authorization to use;
and

(3) developing and maintaining adequate recordkeeping systems.

(c) Contractors and recipients of Federal financial assistance, including recipients of
grants and loan guarantee assistance, should have appropriate systems and controls in
place to ensure that Federal funds are not used to acquire, operate, or maintain
computer software in violation of applicable copyright laws. If agencies become aware
that contractors or recipients are using Federal funds to acquire, operate, or maintain
computer software in violation of copyright laws and determine that such actions of the
contractors or recipients may affect the integrity of the agency's contracting and Federal
financial assistance processes, agencies shall take such measures, including the use of
certifications or written assurances, as the agency head deems appropriate and
consistent with the requirements of law.

(d) Executive agencies shall cooperate fully in implementing this order and shall share
information as appropriate that may be useful in combating the use of computer
software in violation of applicable copyright laws.

Section 2. Responsibilities of Agency Heads. In connection with the acquisition and use of
computer software, the head of each executive agency shall:

* Executive Order 13103, Computer Science Software Pricing, October 1, 1998 (http://www.pub/whitehouse.gov).
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(a) ensure agency compliance with copyright laws protecting computer software and
with the provisions of this order to ensure that only authorized computer software is
acquired for and used on the agency's computers;

(b) utilize performance measures as recommended by the Chief Information Officers
Council pursuant to section 3 of this order to assess the agency's compliance with this
order;

(c) educate appropriate agency personnel regarding copyrights protecting computer
software and the policies and procedures adopted by the agency to honor them; and

(d) ensure that the policies, procedures, and practices of the agency related to copyrights
protecting computer software are adequate and fully implement the policies set forth in
this order.

Section 3. Chief Information Officers Council. The Chief Information Officers Council
("Council") established by section 3 of Executive Order No. 13011 of July 16, 1996, shall be
the principal interagency forum to improve executive agency practices regarding the
acquisition and use of computer software, and monitoring and combating the use of
unauthorized computer software. The Council shall provide advice and make
recommendations to executive agencies and to the Office of Management and Budget
regarding appropriate government-wide measures to carry out this order. The Council
shall issue its initial recommendations within 6 months of the date of this order.

Section 4. Office of Management and Budget. The Director of the Office of Management and
Budaget, in carrying out responsibilities under the Clinger-Cohen Act, shall utilize
appropriate oversight mechanisms to foster agency compliance with the policies set forth in
this order. In carrying out these responsibilities, the Director shall consider any
recommendations made by the Council under section 3 of this order regarding practices
and policies to be instituted on a government-wide basis to carry out this order.

Section 5. Definition. "Executive agency"” and "agency" have the meaning given to that term
in section 4(1) of the Office of Federal Procurement Policy Act (41 U.S.C. 403(1)).

Section 6. National Security. In the interest of national security, nothing in this order shall be
construed to require the disclosure of intelligence sources or methods or to otherwise
impair the authority of those agencies listed at 50 U.S. 401a(4) to carry out intelligence
activities.

Section 7. Law Enforcement Activities. Nothing in this order shall be construed to require the
disclosure of law enforcement investigative sources or methods or to prohibit or otherwise
impair any lawful investigative or protective activity undertaken for or by any officer,
agent, or employee of the United States or any person acting pursuant to a contract or other
agreement with such entities.
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Section 8. Scope. Nothing in this order shall be construed to limit or otherwise affect the
interpretation, application, or operation of 28 U.S.C. 1498.

2.7 CONCLUSIONS
The legal system continues to refine the way it responds to cybercrime. The need to modify

laws and regulations arises as cases are prosecuted and technologies used in committing
crimes evolve. Since 1996, there has been little change in the statutes.
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SECTION 3

POLICY AND DOCTRINE

3.1 INTRODUCTION

This section presents the various policy decisions,
analyses, and publications over this past year
responding to the more visible threats of
unconventional attack.

In the Report of the President’s Commission on
Critical Infrastructure Protection (PCCIP) in
October 1997, the Commission addressed various
forms of terrorism, which the United States faces,
and the much-changed approaches demanded in
the post Cold War environment. In two decision
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Conclusions

directives, the President addressed the range of
terrorist acts, the spread of and availability of
technology for producing and using weapons of mass destruction, assaults on our critical
infrastructures, and the emergence of cyber-attacks. The directives set up new policy
structures for government work on implementation. The emerging mechanisms of these
organizations are furthering interagency cooperation and coordination, and slowly building
a new government-industry partnership. Finally, the Vice-President presented the
Administration policy on use and export of encryption tools.

Within DOD several new policy directives 