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1 EXECUTIVE SUMMARY

The goal of this project is to conduct research leading to identification and
analysis of predictive modeling capabilities to support behavior influence
operations. The key deliverable is a set of recommendations for mature
analytical tools that meet the needs of National Air and Space Intelligence Center
(NASIC) Behavioral Influences Analysis Division leaders and analysts. Though
text mining and social network analysis tools are important for this customer, the
primary focus of this effort was to identify the best Bayesian modeling capabilities
for this mission area.

Project work was executed by a government/contractor team of software,
intelligence, modeling, cognitive science, operations research, engineering, and
psychology experts from NASIC, AFRL, and SRA International, Inc. Project work
started in August 2003 and completed in December 2003.

SRA personnel executed this project by dividing the work into four tasks:

e Task 1: Develop capability-based criteria

e Task 2: Market research — identify simulations, models, tools

e Task 3: Rigorous, objective assessment of simulations, models, tools
e Task 4: Develop recommendations regarding acquisition of tools

Detailed Criteria, developed from a thorough understanding of the mission
requirements, fell into four criteria categories: General Features, Input
Manipulation, Performance Extensibility, and Interoperability. Using contacts
identified by the customer, our own knowledge of the market, and additional
investigations using keyword searches of relevant databases and the world-wide-
web, the team developed an extensive list of over 80 candidate tools. From this
list, we selected a prioritized set for further data collection and detailed analysis.

The Analytical Hierarchy Process (AHP) technique was applied to evaluate
and rank the tools. From a performance standpoint, Hugin ranks as the optimal
Bayesian tool among the alternatives. The next best performance alternatives
are BayesialLab and Netica. From an “ease of use” perspective, Netica and
Analytica rank highest. Cost and pricing structures are roughly comparable, with
the notable exception of SIAM, which is available free of licensing fees to
government organizations.

Our conclusion, based on this analysis, is that several mature alternatives
are available to NASIC. Investment decisions could be made on the basis of this
report, but a more sound approach would be to develop and run a benchmark
problem scenario on a demonstration version of the highly rated alternatives.



2 BACKGROUND

2.1 Project Description

The goal of this project is to conduct research leading to the identification
and analysis of predictive modeling and analysis tools and capabilities to support
behavior influence operations. The key deliverable is a set of recommendations
for mature analytical tools that meet the needs of National Air and Space
Intelligence Center (NASIC) Behavior Influence Analysis Division leaders and
analysts.

Project work was executed by a multi-disciplinary, government/contractor
team of software, intelligence, modeling, cognitive science, operations research,
engineering, and psychology experts from NASIC, AFRL, and SRA International,
Inc. Project work started in August 2003 and completed in December 2003.

The customer for this work is Greg Jannarone, Chief of the relatively new
Behavioral Influences Analysis Division at NASIC (NASIC/BPB). Gilbert G.
Kuperman, Principal Mathematician in the AF Research Laboratory’'s Human
Effectiveness Directorate, and members of his staff also participated in this effort.

Government personnel provided some valuable early guidance and
organizational contacts to get us started in this effort. They provided a basic
cultural/institutional/psychological framework for the end-state model, desired
capabilities that helped us articulate requirements, thoughts on initial evaluation
criteria (e.g., easy to use, cheap, can access all information/data sources
needed, accurate, reliable, technically mature, risks are manageable,
supports/enhances key capabilities, extensible, flexible, interoperable or easy to
confederate, supportable, etc.), and finally some valuable leads on people and
organizations who could help us get started.

This project is envisioned as a foundation for future work by NASIC analysts.
They will use the tools identified in this study to assemble data and build models
of individuals and small groups of interest, ultimately leading to the identification
and exploration of predictive modeling, simulation, and analysis capabilities in
support of USAF (and potentially Joint) behavioral influence operations.

SRA personnel executed this project by dividing the work into tasks (listed
below and described in more detail elsewhere in this report):

e Task 1: Develop capability-based criteria to assess predictive
constructive simulation, descriptive models, other analytical tools
(review NASIC goals for products, end states, analytical processes)

e Task 2: Market research — identify simulations, models, tools
e Task 3: Rigorous, objective assessment of simulations, models, tools

2




e Task 4: Develop recommendations regarding acquisition of tools

2.2 Architecture Context for This Work

AFDD 2-5 [10], the USAF's Doctrine Document on Information Operations
states that “Influence Operations are an integral part of modemn aerospace
strategy,” and defines Influence Operations as one of three core Information
Operations capabilities (the others are Electronic Warfare Operations and
Network Warfare Operations). According to AFDD 2-5 (2003 draft):

Influence operations are focused on affecting the perceptions
and behaviors of people, leaders, groups or entire populations. The
means of influencing can be physical or informational. The
cognitive domain is composed of separate minds and personalities
and influenced by societal norms. The cognitive domain isnt

homogenous, continuous or even necessatrily rational.
2003 Draft AFDD 2-5, Chapter 1, Page 3

According to the CONOP for AF Effects Based Operations [11]: “The most
significant challenge is to link (trace, understand, predict, assess) actions
[alternatives executed by blue forces] to [adversary] behavioral outcomes.”

The 29 July 2003 draft AF Psychological Effects-Based Operations (AF
PEBO) Architecture OV-2 (Paragraph 2.4.5.2) [12] defines one important node in
the architecture as a NASIC Behavior Influences Analysis Branch chartered to
“provide relevant intelligence analysis and products supporting AF PEBO and
joint PSYOP targeting and planning.” The stated mission of this organization is
to “conduct human target vulnerability analysis.” An SRA analysis of the trace of
this NASIC mission to other elements of the overall Influence Operations and
PEBO Architecture is provided as Attachment 1.

Modern intelligence/operations architectures will ultimately deliver increased
capability to the warfighter, but only if the architecture enables true integrating
strategies among relevant functional experts. Pre-operation estimates of
adversary reactions to influences are certainly possible. Individual and small
group behavior is rooted in culture, organizational/institutional ties, and unique,
“knowable” psychological factors. A holistic, fused, all-source approach is
common to all successful operations, and is critical to connect cultural,
institutional, and psychological influence factors. However, the potential universe
of information and possible relationships to characterize human targets of
interest is very large. Therefore, analysts and decision makers need tools to
assist them with this mission.

Ultimate customers for the capabilities developed from follow-on efforts to
this project will include PSYOP, Deception, HUMINT, Information Operations,
Kinetic Operations, and PEBO planners/targeteers.



2.3 Project Definition and Scope

2.3.1 Objectives

Current Project Product Objectives:

e« Recommendations regarding acquisition of COTS/GOTS tool suite,
based on rigorous, objective assessment of existing tools

¢ Include performance, cost, and usability criteria

Customer Process Obijectives Supported By This Project:

e Support accurate probabilistic prediction of behaviors in response to
input COAs

e Enhance NASIC effort to support effects-based operations

« Determine key psycho/social factors that influence targeted individuals,
groups

e Develop templates for relative influence weights/probabilities of
influence

e Develop estimative confidence levels for decision-making factors

o Estimation process for “predicting” potential anomalous/irrational
behavior

e Probabilistic model of likely decision-making behavior

2.3.2 Project Framework

SRA planners felt it was necessary to fully understand and appreciate the
elements of the capability envisioned to meet the needs of our customer. One
way to capture this understanding is by building some alternative frameworks for
the capabilities. Figure 1 shows two alternative views of an implementing
framework for the NASIC vision.
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Figure 1. Two alternative Project Capability Frameworks
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there is a need to characterize target (in this case individual human beings or




groups of human beings) vulnerabilities: what target characteristics or attributes
can planners and analysts leverage and exploit? In conjunction with this, there is
a related but distinct need to characterize target susceptibilities: can the target
behave in the way we expect or desire? |s there a predictable path to exploit the
vulnerability? Finally, there is the need to determine accessibility: can our target
of interest be reached (physically or other) to use the susceptibility and exploit
the vulnerability?

Within the layers/filters of the frameworks, note there are categories of target
attributes that may be exploitable:

e Psychological attributes — What can we know (emotions, ambitions,
motivations, goals, needs)?

e Institutional attributes — What happens when we sever or influence key
links?

e Cultural attributes — Which of the numerous candidate cultural
attributes do we really care about? Which are the best contributors to
a prediction of target behavior?

What we're really looking for in an influence operations framework, then, are
influence links that originate in culture, pass through organizations and
institutions, into the minds of individuals and groups — thread(s) that reliably link
the three planes of influence can put us on the path of a predictive capability.
Any selected tool or suite of tools must provide the environment for implementing
this capability.

SRA'’s investigation identified three categories of tools that are needed to
implement the analysis framework alternatives illustrated in Figure 1. These
categories are:

e Text/Data Mining capabilities
e Social Network Analysis capabilities
e Modeling capabilities
Though this study took all three categories into account, most (90%) of the
focus for the SRA team'’s effort was on identifying and analyzing modeling

capabilities. This decision was made, with the full support of the customer, to
ensure the main project objectives could be achieved within resource constraints.




3 REQUIREMENTS

3.1 Vision

NASIC Behavioral Influences Analysis Division Vision: Identify influences that
can condition, alter perceptions, get the attention of and (ultimately) effect the
behavior of adversaries (individuals, small decision-making groups).

3.2 Mission

Division Mission: Help the AF build a concept of operations that integrates
intelligence and information operations/warfare communities as an “influence
operations capability/system” (that links actions and behaviors).

3.3 Critical Immediate Need

Critical immediate need: Identify modeling, simulation, and analysis tools and
capabilities for pre-operation estimation of behavioral influence operation option
effects. Need is urgent for tools/capabilities to help analysts establish a solid
analytical foundation for this emerging mission area.

3.4 NASIC Analyst Input

On 19 Sep 03, an SRA team interviewed four NASIC/BPB Branch Chiefs
and the BPB Functional Team Lead [13]. The following paragraphs summarize
our interviews. This is presented because it helped form a critical link between
high level requirements presented in the PEBO Architecture (see Paragraph 2.2)
and the criteria we developed for this study. Analyst questions are provided as
Attachment 2.

SRA'’s main goal was to capture the analysts’ focus, expectations, and
priorities as it pertains to the current project. Following are some top level
observations:

e Analysts with different areas of responsibility will have some
overlapping focus areas, needs, expectations, and priorities, but will
also have unique needs associated with unique problems in their
assigned area.

e Some will focus on small groups and individuals in the near term.

e Some will rely more on organizational and cultural information because
detailed information on individuals will be hard to come by.

e Analyst skill set will range from relatively new analysts to 20-year
analysis veterans with knowledge and expertise in multiple “INTs.”

e Analysts will support a range of customers (intelligence, planners,
operators, targeteers, IWF personnel), in deliberate planning and crisis



action modes, primarily at the operations and strategic levels of
conflict.

Typical products will include target profiles, target folder supplements,
target system analyses, short-suspense RFls, pre-positioned O-Plan
products, and vulnerability assessments.

Available information should be the LIMFAC, not the analytic tool set.

Analysts are very concerned about data overload and data
organization, not as much about target models at this point in time.
Their priorities focused on user-friendly, data mining (associative
pattern mining) and relational database tools first, model building and
predictive tools second.

Analysts do not expect an analytic tool set to replace their knowledge
and expertise. They expect that they and their functional experts will
provide the knowledge needed for the modeling capability. Aids to
help remember and organize knowledge would be welcome capability
additions.

Models will need to handle at least 300 nodes, perhaps up to 3000
nodes.

It became evident after these interviews that the SRA team needed to focus
on three technology classes to provide the overall analytic capability needed by
BPB analysts: text/data mining tools (to group and summarize documents), link
analysis tools (e.g., relational database mining tools to find links between
individuals and groups/events/attributes), and modeling tools (to build belief
nets). Some of the specific needs/desires for an analytical capability articulated
by the analysts include:

Flexibility to adapt to needs of individual analysts
Ability to grow in size/sophistication as information set matures

Ability to search by time relationships, group associations, family
relationships, geographic proximity, etc.

Access classified (multi-INT) and open source information

Efficient pulling and loading (text, photos, e-files, paper, web pages,
etc.)

Capability to provide reminders or triggers on saved data

Efficient organization of information so it can be easily found when
needed

Liked the SIAM logic train (how it maintains track to source)
Want tools to help them “lay the evidence out”



Capability to assign probabilities of given events (not necessarily to
have modeling tool assign the probability)

Spider diagrams will aid social network analysis

Want interoperability with other agencies’ tools (e.g., Visual Links,
Analysts Notebook)

Willing to be trained, but the less training needed, the better

Data/text mining and relational data capabilities will populate a
hierarchy of cultural, organizational, individual events

Want node/link structure, weights easily tailored to a given target

Analysts have techniques to search for (and acquire) what they “know
they don’t know;” analysts would love to have aids to help them with
what they “don’t know they don’t know”

Volume of information can be overwhelming to an analyst; they need
help to sort, organize and prioritize ~ 1300 messages per day
(classified/unclassified sources) and improve workload efficiency

Understanding bias associated with sources is a very important
element of the foundation of a predictive capability

Text is important to everyone, visual information (e.g., pictures) is
critical for some due to the shortage of useable text information

It also became evident that there are some things the analysts will not be
expecting from an initial analytical tool set:

Will not be likely to trust search/data mining tools to find all relevant
relationships — analyst will still play a major role in reviewing,
organizing, and making inferences from the available data

Multi-media will be useful, but is not a priority now

Consistent priorities for the analysts are, in this order, user friendly
sort/organization aids, relational database, links/nodes model structure, Bayesian
nets for probabilistic assessments.

These interviews were very valuable to the SRA team. This information
reinforced and clarified the user requirements, and facilitated our completion of
project Task 1.

3.5 Final Project Requirements Trace

Attachment 1 presents a final requirements trace from Influence Operations
doctrine and architecture (requirements) to the criteria we used to evaluate
candidate tools and capabilities. This trace ensures that the criteria used to



evaluate promising tools are measuring attributes that contribute to the
accomplishment of the vision, mission, and requirements of NASIC/BPB.

4 TASK EXECUTION
4.1 Methodology

The basic methodology used to execute this project is described in the
following steps:
e Document/present a project plan
e Ensure requirements are well understood
e Map requirements to criteria (emphasis on modeling tools)
o Establish a list of candidate tools by conducting a market survey
e Develop questionnaire tied to the evaluation criteria

e Phone or personal contact with vendors, followed up with a request to
complete the questionnaire

e Enter data from completed questionnaires (follow up as necessary)
into a spreadsheet format

e Analyze data

« Report results to customer

The project methodology was executed in phases as described below:

e Phase 1: Detailed planning

e Review available guidance from customer

e Contact people who understand mission requirements
+ Develop information collection strategy & methodology
e Assign initial team roles, responsibilities

e Build a detailed project schedule

o Develop an initial capability and criteria list

o Present project plan to customer for feedback

o Phase 2 (Tasks 1 and 2): Refine capabilities/criteria, complete market
research

¢ |dentify project/product needs, “alterables”, constraints
¢ Define a product framework
o |dentify functions that are needed within the framework

10




« Identify technology categories needed to implement the functions
e Develop criteria to evaluate tools, technologies
o Effects-based criteria (ability to do the job)
e Other criteria (ease of use, cost, supportability, etc.)

e Phase 3 (Tasks 3 and 4): Collect data, perform assessment on a
prioritized subset of the identified tools

e Identify existing tools that implement required technologies
o Evaluate tools against approved criteria
e Phase 4: Final report writing, recommendations
¢ Recommend right mix of tools
« Immediate capability expectations

4.2 TASK 1: Develop Criteria

Task: Develop capability-based criteria used to assess “predictive constructive
simulation, descriptive models, and other analytical tools” (review NASIC goals
for products, end states, analytical processes).

Task 1 Deliverable: Spreadsheet detailing and organizing the project evaluation
criteria (Attachment 3).

Using the Requirements Trace described in Section 3 and presented in
Attachment 1, the team outlined a basic structure of needs (important
characteristics that are “must-haves” for the project), “alterables” (criteria that
could be compromised and adjusted to fit the structure of the project), and
constraints (attributes that would limit project scope). These needs, alterables,
and constraints are presented below:

Needs
e Supports target audience development
« Vulnerabilities, susceptibilities, protections
e Supports identification of a range of influence factors

e Can assign weights to influence factors (culture, institution,
psychological)

e Connects influence factors with candidate audience behaviors
(links/nodes)

« Relational database handling/management/processing
e Can access all data sources needed (U through TS)
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e SIPRNET-compatible
e Reduces analyst workload

“Alterables”
e Easy to use (minimize training requirements)
e Low cost
e Accurate
e Reliable
e Mature
e Risk is manageable
e Extensible (growth capacity)
e Flexible
e Interoperable or easy to confederate
e Supportable
e Source code accessible or stable API

Constraints
e Bandwidth (text, relational database inputs)
* Low level of contractor support needed
e Don't want to use as stand-alone tool (open arch, common formats)
INPUT

Planning
and
Execution

Fusion

Tt common-orgnes |yt
MANIPULATE (Create Knowledge)
Publish Transform Control
Subscribe Query
Decision- Use-Driven
ntric Info
Auto Task-
Format Centered
ACCESS
(INTERACTION
WITH BATTLESPACE
INFOSPHERE)

Figure 2. Functions within the Project Capability Framework

12




Comparing the needs, alterables, and constraints with the model framework
described previously, it became clear that certain functions would be required to
satisfy the basic design of an Influence Operations analytical capability. These
functions are illustrated in Figure 2.

Figure 2 describes three major functions: input, manipulation, and access.
Within these functions are sub-functions (e.g., ‘publish, subscribe, transform,
query,’ etc.). Implementing these sub-functions will require specific technologies.
Identifying and listing these technologies contributes to another level of
understanding with which to build evaluation criteria. An initial cut (developed in
the early phases of the criteria development phase) on the specific technologies
needed to implement Influence Operations framework functions is presented
below:

INPUT Technologies:

e [dentification & authentication: Source certificates, Secure |1D, Source
availability, Source discovery, Source ID

e Access and translation: Multimedia data capture, Wrapper technology,
Heterogeneous data integration, Transformation techniques, Capture
plan data, Meeting transcription

e Upstream information: Tagging techniques, Source characterization,
Capturing user intent, Pedigree capture (source processing)

e Categorization: Task/data relevance, Ontologies & taxonomies,
Expectation driven change detection

MANIPULATION Technologies:

« Storage: Multimedia storage, Resource distribution management,
Multilevel secure storage, Seamless access to tertiary storage, High-
performance computing, Backup and recovery, High-density mass
storage, Data warehousing

e Extraction: Access control, Agent technologies, Intelligent push
technologies, Intent inferencing, Dynamic access control, Information
usage analysis, User modeling

o Decision Support: Structuring, Advice, Uncertainty portrayal, Tradeoff
management

e Aggregation and Fusion: Video compression, Wrapping legacy
systems, Information synchronization, Geospatial and temporal
indexing, Object extraction for compression, Meta-data language, Data
fusion, Information life cycle, Database mediation, Rapid knowledge
formation
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e Accessing: Collaboration technologies, Self-healing networks, Multi-
level access (e.g., security), Parallel access for speed

e Labeling: Uncertainty, Domain-specific taxonomies, ontologies
e Understanding: Dynamic situation modeling, Sensitivity analysis

INFORMATION ACCESS Technologies:

e Routing: Internet, ATM switching, broadcast technologies, etc.,
Dynamic bandwidth management

e Transmission: Assured delivery, Non-repudiation

e Perception: 3-D Visualization, Natural language, Non-traditional
senses, Drilldown, 3-D audio, Tailoring

« Protection: Encryption, Recall of inaccurate information

e User modeling: Info needs models, Dialog management, Context
understanding, Intent inferencing

 Communication: Conversational query, Speech, Natural language,
Annotation, Domain-specific gesturing

e Collaboration: Sharing, Advanced white-boarding, Domain-specific
workflow management, Mixed initiatives, Facilitation

As an example of how a listing of technologies can contribute to an
understanding of the criteria needed for this analysis, consider a Decision
Support System (DSS). DSS are computer-aided tools that emulate the
reasoning process of a human expert making decisions. DSS are currently
employed in the fields of business, medicine, law, and environmental sciences.
For this project, tools are needed that support decision making. A DSS
framework is designed to analyze “what-if" scenarios and help make decisions
that involve multi-criteria inputs.

DSS are classified into categories based on the services and features
supported. For purposes of this project, SRA considered knowledge-driven DSS
and model-driven DSS. Knowledge-driven DSS are pre-programmed with
specialized-problem expertise. They contain knowledge about a specific domain,
and use this knowledge to aid the decision process of the user. The benefit of
this type of DSS is that domain experts can “train” the tool in the initial stages
and prepare it so that a user need not be a domain expert. The drawbacks are
that training of the tool is cumbersome, and it may not be very adaptive to
changing scenarios.

Model-driven DSS (SIAM™ software is an example) use statistical models to
support decision-making. These DSS technologies rely on the data provided by
the user (decision tree, weighting of the nodes) for analysis. On the positive side,
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no overhead of training the tools is required, and these DSS tend to be adaptive
to changing scenarios. The main drawback is that any given user must be a
domain expert to apply the tool effectively.

While this is just one example of how a knowledge of the technologies can
be applied to develop criteria for tool analysis, one trend should be made clear:

All of the technologies evaluated for this project will have
advantages and disadvantages, so this meant it was critically
important to ensure customer needs were well understood and
that the customer was involved in all aspects of evaluation and
selection criteria development, prioritization, and weighting.

As a further illustration of how we used an understanding of relevant
technologies to select and prioritize criteria, refer to Table 1. This table presents,
for two key categories of tools (Link-Node Analysis and Decision Support
Systems), potential techniques used, concepts and theory applied, concerns, and
a candidate set of criteria that could be used to evaluate the tool.

Table 1. lllustration of Understanding Technologies

Categories

Link — Node
Analysis

Decision Support Systems (DSS)

Technique Used

Link Analysis - Finds
and represents
patterns between
different variables in
the data sets

Model — driven
(Decision Analysis Tools)

Knowledge — driven

Concepts/Theory Data Mining? Statistical approach | Case Based
Applied (Bayesian Networks) |Reasoning (CBR)
Rule Based
Reasoning (RBR)
“Learning” concepts
Concerns How dothe tools |}  What other |For CBR
decide which information does the |}  Similarity Function
variables to use to system need? - Indexing/Retrieval
discover patterns? }  What is the output: technique
Does the user specify Sensitivity Analysis or [For RBR
these variables? Impact Analysis - Experts define rules

Use data-mining to

generate rules
Criteria - Interactivity with | Interactivity with the |} Interactivity with the
the user user user
- Representation | Collaborative support |  Predictive capability?
aiding - Qualitative vs. - Evaluate data-mining
- Ability to interface Quantitative weights? tools?
with multiple - Assessment utilities
databases used
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There are some key terms that will keep coming up in this report and in the

attachments. They include:

* Probability Theory

* Decision/Utility Theory

e Bayesian/Belief/Causal/Probability Nets

¢ Influence Diagrams

e Decision Trees

e Criteria model

Definitions of these terms and a tutorial briefing are provided as Attachment
4. This information can also be found in the Project Glossary (Attachment 11).

After completion of our requirements analysis, breaking down the functions,
sub-functions and technologies within the project framework, and in-depth
discussions with our customers, the SRA team established the criteria to
evaluate candidate modeling tools. Starting at a macro level, we sought
capabilities that fit the following criteria:

e Bayesian-based/inferential design, to permit probabilistic, or levels of
confidence, outputs
e Analyst-friendly and (relatively) quickly trainable operation

» Links and nodes derivation and representation, especially for
“weighting” of the (influence) links and (individual/group) nodes

» Relational data/knowledge base utilization and applications
functionality

Detailed Criteria, developed from a thorough understanding of the mission
requirements fell into four criteria categories:
e General Features
e |nput Manipulation
» Performance Extensibility
e Interoperability

General Features included criteria such as ease of use (which was, in turn,
analyzed in further detail with more detailed, tailored criteria), cost, maturity,
targeted industries, major clients, type of operating system, recommended
hardware, and architecture.




Input Manipulation criteria investigated type of network support, model
building capability, type of graph support, conditional probability table
specification, model validation, inference algorithm used, analysis techniques,
and ability to limit computational complexity.

Performance and Extensibility criteria included the language used for
development, availability of source code and AP, whether a benchmark was
used to evaluate tool performance, maximum number of nodes supported, and
error recovery support.

Finally, the Interoperability category looked at criteria such as ability to
interface with databases, formats used to save models, ability to export models
and analysis results to other applications, use of open architecture standards,
and capability for group collaboration.

The complete set of evaluation criteria and results from surveys of selected
vendor capabilities are captured in Criteria/Data Capture Sheets, a set of
worksheets presented in Attachment 3.

4.3 TASK 2: Market Survey

Task: Compile a comprehensive list (within resource constraints) of capabilities
that could satisfy some or all of the modeling requirements of this project.

Task 2 Deliverables: Excel spreadsheet listing all candidate tools with notes on
selection and elimination criteria; list of contacts and sources of information
(Attachment 3); briefing on how we prioritized candidates for detailed data
collection and assessment (Attachment 5).

Using contacts identified by the customer, our knowledge of the market, and
some additional investigations using keyword searches of relevant databases
and the world-wide-web, the SRA team developed an extensive list of candidate
tools. This list included over 80 candidates — about fifty of these were judged to
be too much in the research phase (too immature) to be reliably evaluated. The
remaining (30+) tools were evaluated through another screen — whether they
were directly applicable to the customer’s problem domain.

The SRA team decided to group the tools based on the underlying technique
used for decision modeling. The tools were categorized into four major
categories: Bayesian Networks, Influence Networks, Decision Trees and Criteria
" Modeling (i.e., building hierarchies of criteria and ranking them using AHP or
SMART techniques).

The following criteria helped prioritize the class of tools we would carry into
the next task/phase (Task 4):
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IMPORTANT: Tools that support Bayesian and Influence nets, permit
manual construction of nets, and support evidence entry and belief
updates (diagnostic inference).

NOT IMPORTANT: Tools that are add-ins to other applications (ex:
spread sheet add in), tools that rely on either decision tree technique or
Multi-attribute Utility Theory (MAUT) (the problem domain is too big to be
represented as one of the above), or tools that provide data mining
capabilities given large amounts of data (NASIC analysts may not have
large amounts of data in the early stages of implementation).

Tools that used Decision Trees were not considered because we wanted
tools that represented decision models compactly. Decision Trees require explicit
representation of every possible alternative and this would soon result in a model
that is not manageable in size. Criteria Modeling tools were not considered, as
they do not allow users to represent uncertainties of how one variable influences
another variable. Also, the requirement of a strict ordering among the criteria
made Criteria Modeling not applicable to the problem domain.

We considered tools that used Bayesian Networks or Influence Networks for
decision modeling as they allow for a compact representation of the model and
probabilistic representation of uncertainties of the amount of influence one
variable has on the other. For a detailed description of Bayesian Networks and
Influence Networks, refer to Reference [4] (at the end of Section 4).

Figure 3 outlines the decision process explained above and lists the tools
considered:

] Research Tools (38)

Tool List Other (Decision
(~83) Trees, Criteria

/" Models (~24+)

‘ Commercial/Govt. Tools
(~45) N

B Bayesian/
Hugin Influence
Netica Nets (~11+)

Figure 3. Market Survey Screening Process
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4.4 TASK 3: Data Collection

Task: Based on criteria from Task 1, the SRA team developed a questionnaire
(Attachment 6) that asked vendors of the “chosen” tools (from Task 2) to
characterize their product in terms of our evaluation criteria. Questionnaire
responses (Attachment 7) were mapped to the Criteria/Data Capture Sheet
(Attachment 3). This information was then used as input to the information
analysis task/phase of the project.

Task 3 Deliverables: Raw data collected from candidate tool vendors
(Attachment 7); Excel spreadsheet summarizing results from surveys
(Attachment 3).

4.5 TASK 4: Data Analysis

Task: Rigorous, objective assessment of simulations, models, tools (obtain
demo SW/models/tools and evaluate against criteria from Task 1). Assess how
application of tools will support behavioral influence operations.

Task 4 Deliverables: Output from InfoHarvest Criterium DecisionPlus analytical
tool in Excel format; report on results of analysis

4.5.1 Multi-Criteria Decision Analysis:

After collecting information on the tools (using the questionnaire), the
Analytical Hierarchy Process (AHP) technique was applied to evaluate and rank
the Bayesian tools. AHP is a Multi Criteria Decision Analysis (MCDA) technique
where a hierarchy of criteria is developed. At the top level of the hierarchy is the
final goal (which in this case was the best Bayesian tool satisfying most of our
criteria). The next level of hierarchy consists of criteria directly affecting the goal.
The subsequent levels of the hierarchy consist of subcriteria affecting the criteria
above them. The last level of the hierarchy consists of the alternatives that are
being evaluated against the criteria. This hierarchy represents the decision model
used to evaluate the alternatives.

Once the model is constructed, the next step is to assign weights to all the
elements (criteria and alternatives) in the model. The weight of an element
represents the amount of contribution/influence that element has towards the
criteria above it when compared to the other elements in its level.

For our analysis, InfoHarvest Criterium® DecisionPlus® 3.0 (CDP) was used
to determine the best Bayesian tool among all the alternatives. CDP is a decision
analysis tool that supports AHP and other MCDA techniques to help aid in
decision making. CDP provides a GUI to build the hierarchies; the user develops
the decision hierarchy and then, using the AHP or SMART analysis technique,
ranks the elements in the hierarchy. A scale of five ranking gradations is
supported by the tool to assign ranks to the elements. Ranks can be assigned
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numerically or verbally. The following table (Table 2) summarizes the ranking
scale available for direct AHP ranking in CDP.

Table 2. AHP Ranking Scale in CDP

Numerical Verbal

100 Critical

75 Very
Important

50 Important

25 Unimportant

0 Trivial

4.5.2 Criteria Selection & Ranking:

The criteria selected were based on the questionnaire. Questions that every
tool answered similarly (e.g., Does the tool provide GUI support for model
building?) or those that had responses that were not quantifiable (e.g., Who are
the tool’s major clients?) were not considered as part of our criteria. Subsets of
questions from the questionnaire were selected as criteria for every category in
the questionnaire.

The decision model for choosing an optimal Bayesian tool was developed as
a two stage model. The first stage involved developing decision models for every
category in the questionnaire and ranking the alternatives within each category.
These decision models were called the sub-goal models. The final model was
developed by grouping the four sub-goal models together as criteria for the final
goal.

Once the sub-goal and final goal models were built, input from the customer
was taken to assign preference ordering of the criteria and subcriteria within all
the decision models. These preference orderings were then translated into the
ranking scale provided by CDP 3.0.

The following tables (Tables 3-7) summarize, for every category, the
questions that were considered as criteria/subcriteria and their associated
weights. Every table is followed by a CDP hierarchy diagram of the table (Figures
4-8), showing the normalized relative weights of criteria and appropriate levels of

. subcriteria.
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Category - General Features

Table 3. General Features Criteria and Relative Weights

Questionnaire questions
Rel Rel | ysed from General
Criteria Wt | Subcriteria Wt | Features category
Question 2. Introduced
a subcriteria of less
than or greater than 5
Maturity 2 >5 years 1 years
<5 years 2
MultipleOS -
Win, Linux,
(and/or)
OS_Support 3 Mac 1 Question 5.
Client-
Architecture 1 Server 1 Question 7a

11.000 GeneralFeatures

222 >5y1s |

A11<5yrs |

.222 Multiple0S |

.444 Architecture |——0.444 Client Server |

Figure 4. Normalized relative weights for General Features criteria
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Category — Input Manipulation

Table 4. Input Manipulation Criteria and Relative Weights

Questionnaire questions
b used from Input
Criteria Rel Wt | Subcriteria | Rel Wt | Manipulation category
Decision Node Support 3 Question 1b
Analysis Technique 1 Question 7
Mixed Graph Support 3 Question 3¢
Probability 1 Equations 2 Question 4 (b,c,d)
Learning 3
Other 3
Information for this was
Noisy-Or 1 gathered later on
Information for this was
Virtual Evidence Support 2 gathered later on
Inference Algorithm 2 Exact 1 Question 6
Approximate 2
Structure Learning 3 Question 2b

0.100 DecisionNodeSupport |}

0.200 AnalysisTech

).100 MixedGraphSupport

).200 Probabilities

0.150 VirtualEvidence

0.150 InferenceAlgorithm

D.100 StructLearning

Figure 5. Normalized relative weights for Input Manipulation criteria
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Category — Performance and Extensibility

Table 5. Performance and Extensibility Criteria and Relative Weights

Questionnaire
questions used
from Performance &
3 = Extensibility
Criteria Rel Wt | Subcriteria | Rel Wt | category
API Availability 3 Question 3
GUI 2 C/C++ 1 Question 1a
Java 2
Computational Engine 1 C/C++ 1 Question 1b
Java 2
125 AP| Availability —
1.000 Perform&Extensibi
375 GUI
.500 CompEngine
0.333 C/Cee

Figure 6. Normalized relative weights for Performance & Extensibility

criteria
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Category — Interoperability
Table 6. Interoperability Criteria and Relative Weights

Questionnaire questions

Rel e 25 Rel | used from Interoperability
Criteria Wt | Subcriteria Wt | category
Database Input Access 2 Use ODBC 1 Question 1(a,b,c)
Direct 3
Save Models 2
SQL Interface 3
Export Analysis Report 1 Question 4
OpenModelFormat 2 Question 2
Question 3. Modified
question by grouping the
ability to Import nets built by
Export/Import Model 3 other applications.

[1.000 Interoperability

045 Direct |

.091 ODBC |

.068 SaveModels |

.045 SQLInterface |

.167 ExportimportModels |

Figure 7. Normalized relative weights for Interoperability criteria
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4.5.3 Final goal — Selecting the optimal Bayesian tool

Table 7. Summary Criteria and Relative Weights

Criteria Rel Wt
General Features 3

Input Manipulation 1
Performance & 2
Extensibility

Interoperability 2

0.167 GeneralFeatures

0.333 InputManipulation

[1.000 OptimalTool

0.250 Perform&Extensibilty

0.250 Interoperability

Figure 8. Normalized relative weights for summary criteria

4.5.4 Ranking the Bayesian Tools:

The tools were ranked against all the criteria/subcriteria in the four decision
models. Ranks were assigned based on the information gathered about the tool
and the extent to which a tool could perform the criteria. For example, with
criteria like Maturity of tool greater than five years (in the GeneralFeatures sub-
goal model), tools were simply assigned 100% if they were in the market for
greater than five years and assigned 0% for the subcriteria Maturity, less than
five years. But for criteria like ExportAnalysisReports (in the Interoperability sub-
goal model), although all the tools provided some capability to export analysis
reports, there was a wide range in the extent to which it could be done. For
criteria like these, we assigned scores based on the extent of capabilities
provided by the tool and not just based on if the tool said yes to the criteria in the
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questionnaire. The following tables (Tables 8-11) summarize the ranks assigned
to the tools. Each table is followed by additional notes that explain in detail some
of the scores assigned.

Cateqory — General Features

Table 8. Tool Rank for General Features Criteria

Tool Name Maturity 0S Architecture
Support

>5yrs | <5yrs | MultipleOS | Client-Server
Analytica 100 0 75 75
BayesBuilder | 0 100 0 )
BayesialLab | 0 75 100 0
Dxpress 100 0 0 100
Ergo 100 0 100 0
Hugin 100 0 100 75
Netica 100 0 100 75
SIAM 100 0 75 100
Bnet2000 50 0 100 0

Additional Notes:

- For subcriteria < 5 yrs,

- Bayesialab is given a score of 75 because we wanted to differentiate
between tools that are about 4-5 years old versus tools that have 1-2
years of market maturity.

- Bnet2000 is given a score of 50 because this tool was only used within
Charles River Analytics (CRA) Inc, and does not have any commercial
maturity outside CRA.

- For subcriteria Client-Server support, Analytica, BayesBuilder, Hugin and
Netica are given a score of 75 because there is no built in feature for Client-
Server Architecture. This is accomplished using an Application Program
Interfaces (API). '

- For subcriteria MultipleOS, we were distinguishing between tools that
supported different kinds of OS (Windows, Linux, Mac) versus that supported
only one kind of OS. A score of 100 was given if the tool supported Windows,
Linux and/or Mac.

- Although Analytica supports more than one OS (Windows and Mac), it
was given a score of 75 because it did not support Linux (Customer
emphasized that the tool has support for Linux).

- Although S/IAM is meant to support Windows and Linux (since it's
developed in Java), its not tested on Linux. Due to this, it was given a
score of 75.
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Cateqgory — Performance and Extensibility:

Table 10. Tool Rank for Performance and Extensibility Criteria

Computational GUI API
Engine Availability

C/C++ |Java |C++ | Java
Analytica 100 0 100 0 100
BayesBuilder | 100 0 0 100 100
BayesialLab 0 100 |0 100 100
Dxpress 100 0 100 0 100

| Ergo 100 0 100 0 100

Hugin 100 0 0 100 100
Netica 100 0 100 0 100
SIAM 0 100 |0 100 0
Bnet2000 0 100 |0 100 75

Additional Notes:

- For the tool performance availability criteria, scores were assigned based on
the information that was made available to us by the tool vendor.

- For criteria API availability, Bnet2000 was given a score of 75 because
negotiation is involved.

Category — Interoperability
Table 11. Tool Rank for Interoperability Criteria

Tool Name Export OpenModel Export/
Databases Analysis | Format Import
Reports Models
Direct | ODBC | Save SQL
Models | Interface
Analytica 0 100 100 100 100 100 100
BayesBuilder | 0 0 0 0 25 0 100
BayesialLab 0 100 0 100 100 100 100
Dxpress 0 0 100 0 25 0 0
| Ergo 0 0 0 0 75 75 0
| Hugin 100 100 0 0 50 75 100
Netica 100 100 0 100 75 75 100
SIAM 0 0 0 0 100 100 100
Bnet2000 0 0 0 0 75 100 100

Additional Notes:

- For the criteria ExportAnalyesiecReporte ecores were assigned based on the
following:
- If the tool provided a graphical display of what-if and inference results;
capability to copy and paste the network to other applications (MS
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Word, PowerPoint, etc) by a simple click and drag, it was a given a
score of 100.

- If the tool primarily generated textual reports and allowed the user to
select and paste the results and the nodes from other networks, to
other application (click and drag), it was given a score of 75.

- If the tool allows the user to save the network and the resuits as a file
that could be opened later, it was given a score of 50.

- If the tool allowed the user to only save the case files, it was given a
score of 25.

- For the criteria Open Model Format, Ergo is given a score of 75 because
the open format feature is not as efficient as saving the model in the
proprietary format; Although Hugin does not support any standard formats
(XML, XBN, BIF etc), it is given a score of 75 because the format it
supports, .net, is exportable to many other Bayesian Net tools; Netica is
given a score of 75 because the Open Model Format feature is
implemented, but not yet made available to the users.

4.5.5 Discussion of the Results:

Results were generated in two phases. The first phase involved generating
scores for the tools within the four sub-goal models — General Features, Input
Manipulation, Performance & Extensibility and Interoperability. These results
were then combined together into a final decision model, as seen in Figure 8.
The four criteria in Figure 8 are essentially soft-links to the four sub-goal models.
The results from the sub-goal models are propagated to the final model, where
they are combined to generate final decision scores.

For every decision model, CDP displays the results in a decision score
window. A decision score window displays the decision score of each of the
alternatives in the model in a horizontal bar chart. Each line shows the name of
the alternative, the value of the decision score, and a horizontal bar reflecting the
value of the decision score [1].

For further analysis of the decision scores, CDP provides a feature that
displays a breakdown view of contributions from each of the criteria toward the
decision score of the alternative. Following are decision score windows and
contribution by criteria windows (Figures 9-16) for all the sub-goal models and
the final model.
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Category — General Features (GF)

Decision: GenstalF satures
Alternativas Value | Decision Scores
Analtica 0.126
BayesBuilder 0.130
Bayesialab 0082
DXpress 0.123
Ergo 0.068
Hugin 0135
Netica 0135
SIAM 0.149
BNet2000 0.051
(1) Dreamon Score a7

Figure 9. GF Decision Score

0.16 —— 0.16
' |
0.14 - ST — 0.14
0.12 - ! | R 0.12
| |
0.10 : i 0.10
0.08 | L 0.08
B Architecture
0.06 0.06 [ Maturity
! | B 0S_Support
0.04 1 0.04
0.02 +— ' - 0.02
0.00 o ‘| . - 0.00
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BayesialLab

BayesBuilder

Figure 10. GF Contribution by Criteria




Category — Input Manipulation (IM)

Dacision IngputManpulation.

Decision Scores

. StructLearning
B MixedGraphSupport
B VirtualEvidence

B AnalysisTech
B DecisionNodeSupport
B InferenceAlgorithm

Altsrnatives

Anahtica 0,088
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Category — Performance Extensibility (PE)
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Cateqory — Interoperability (10)
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4.5.6 Scores from integrating the four sub-models into a final model

Decisior: 0phmalT ool

Alternatives Value | Decision Scores-
Netica 0138
Hugin 0.156
Ergo 0070
DXpress 0.085
BayesialLab 0.151
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BNet2000 0.089
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Figure 18. Integrated Contribution by Criteria

From the final goal decision score window (Figure 17), Hugin ranks as the
optimal Bayesian tool among all the alternatives (though others are close). From
the final goal contribution by criteria window (Figure 18), it can be further seen
that the score from Input Manipulation criteria had the maximum contribution
towards the decision score of Hugin. The reason for this is that the criteria Input
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Manipulation carried the maximum weight with respect to the final goal of
choosing an optimal tool and within the Input Manipulation decision model, it can
be seen that Hugin ranked the highest. This gave Hugin a lead compared to the

other tools.

BayesialLab and Netica are the next best performance alternatives. Once
again, the reader can look at the contributions by criteria window to gain further
insight into the contributing factors towards the final decision scores of these

tools.

4.5.7 Discussion of GOTS Tools

4.5.7.1 SAIC
SIAM

Compared to the other commercial Bayesian tools, SIAM ranked 5" among
the nine alternatives. Following are the reasons for its relatively low decision

score:

e Input Manipulation: One of the major drawbacks of SIAM is that it does not
support Bayesian Inferencing. Bayesian Inferencing is where the user,
upon collection of more information about certain nodes in the net, enters
the information (evidence) into the net. Based on the new information
entered, the tool updates the probabilities of other nodes in the network.
Some of the other features that SIAM does not address the learning of
probabilities from a sample set and learning of the structure of the net
from a database. These features are useful to have if the end user wants
the tool to work with the existing data.

e Performance & Extensibility: In this category, SIAM ranked low because of
the emphasis placed on the language used to develop the computational
engine and the Graphical User Interface (GUI). The preferred language
was C/C++ and SIAM was developed in Java. The lack of an Application
Program Interface (API) for SIAM also contributed to its low score.

4.5.7.2 Charles River Analytics
Organizational & Cultural Criteria for Adversary Modeling - Bnet2000

OCCAM is a decision aiding system that helps build models by employing
Bayesian Network Techniques, Rule Based Reasoning and Social Net Analysis.

The following steps outline how these techniques work together in building a
decision aiding system. (Note: This high level information is gathered from talking
to the developers of OCCAM and not from using the tool or reading any technical

description of the tool):
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e An Entity is a person or organization that the user is interested in
modeling. An Entity has attributes.

e Application data is collected for the attributes of the entity.

e Rules are constructed using this application data and also the data is
further analyzed using Social Net Analysis tools.

e The next step is to build a Bayesian net using Bnet2000. Bnet2000 is an
in-house Bayesian tool. Currently, Bnet2000 does not support automatic
construction of the Bayesian net from the data available. So the net is built
by domain experts who understand the causal relationships between the
nodes. Beliefs for the nodes are recorded based on the results from rule
based reasoning, social net analysis of the application data and other
proprietary techniques.

As OCCAM employs more than Bayesian Nets, we felt that it needs to be
addressed separately and not be included in the list of alternatives being rated.
However, we did include Bnet2000 to the list of alternatives. From the decision
scores it can be seen that it did not rank high. The reason for low scores is partly
due to the fact that we did not have an evaluation/trial copy to work with and had
to entirely depend on the information from the questionnaire. Also, it might be
that Bnet2000 did not address some features due to the fact that it is being used
together with other Al techniques, where the capabilities from these techniques
compensated for the features that Bnet2000 lacks.

Based on the information gathered for OCCAM, it can be said that it seems
to be addressing the domain specific needs of the customer. It also employs all
the techniques that the customer is planning to apply to build a decision support
system that helps model the influences impacting human behavior.

Sample/Grade

Sample is an architecture that provides support to the user to build models
that apply Artificial Intelligence (Al) techniques. Some of the techniques
supported are Bayesian Nets, Fuzzy Logic, Genetic Algorithms, and Expert
Systems etc. Grade is a GUI development environment that helps the user build
a model by combining the techniques provided by Sample and to later simulate it.
At SRA, we haven't had a chance to work with this architecture/environment tool.
From the information we collected, we believe that it might be useful to the
customer if they plan to employ multiple Al techniques other than Bayesian Nets.
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4.5.7.3 AFRL/Metrica, Inc.

Evaluation of Cross-Cultural Models for Psychological Operations: Cross-Cultural
PSYOP Decision Support System

This system was developed as a part of a study performed by Metrica, Inc.,
for Air Force Research Laboratory. The study was done in three phases, where
the last phase led to the development of the Cross-Cultural PSYOP Decision
Support System (CCP-DSS). Refer to [2] (at end of Section 4) for the details of
the study.

The CCP-DSS is a web-based system that merges several databases
related to PSYOP supporting objectives included in the system. These data
include the associated influencing factors for the objectives, background
information about the individual factors and response data from previous users,
detailing their assessments of factor influence and probable target audience
response to specific hypothetical PSYOP scenarios [2].

This DSS was not considered as one of our alternatives because of the
following:

e Employs SMART technique and not Bayesian methods. We are primarily
focused on tools that employ Bayesian techniques.

e |tis a Knowledge-driven DSS. These are systems that have specialized-
problem expertise. The system contains knowledge about a specific
domain and uses this knowledge to aid decision process of the user. The
alternatives we are considering are not Knowledge-driven DSS.

Although the tool is not applicable as one of the alternatives, the feature of
building a database that contains data supporting PSYOP objectives and helping
the user based on this information is a very useful technique. This technique can
be applied to the Bayesian tools to help the user determine the a-priori
probabilities.

4.5.8 Future Extensions

For the evaluation process of the tools, we did not consider features of the
tools that were in the process of being implemented. However, we feel that it is
important to mention these extensions so that the customer can decide
accordingly — to go with the current optimal tool or to wait for a tool (that is
relatively cheap) and will have certain features implemented in their next
versions. In general, with the commercial tools, tool vendors were very flexible
regarding extension of their feature set to accommodate customer needs. Table
12 summarizes the tools and future extensions in their next releases. This
information was gathered from talking to the respective tool representatives.
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Table 12. Planned Extensions for Some Vendors

Tool Name Extensions
Availability of
OpenModel Format
and Structure
Learning

Availability of
BayesialLab Decision Nodes and
Conflict Analysis
Sensitivity Analysis
Ergo can be performed via
GUI

Netica

4.5.9 “Ease of Use” Evaluation

4.5.9.1 Industry Standard Techniques

The usability evaluation was conducted on the four demo version
applications that ranked highest in the functional evaluation: Analytica, Netica,
Hugin, and BayesialLab. Three primary approaches to usability assessment were
considered in determining an evaluative methodology for this project: 1) heuristic
evaluations with usability guidelines, 2) cognitive walkthroughs, and 3) usability
testing. The selected methodology included elements of all three techniques.
Testing was conducted by a human factors researcher; the results were
collapsed and loaded into the decision support tool to obtain a usability ranking.
A short discussion of the three methods, followed by a discussion of the selected
evaluation methodology, the ranking criteria, and the evaluation results follow.

Heuristic evaluations employ general usability guidelines (testable design
principles) that focus attention on design areas that have historically proven
sources of user difficulties. A good heuristic evaluation attempts to balance
consistency (maintaining standardization for ease of use) and complexity
(allowing variation to support expert users) and assess the application in the
context of its expected use. Table 13 lists ten commonly accepted usability
guidelines, derived by factor analysis of 249 usability problems across 11
projects [6]. Cost/benefit analyses have shown that the most effective results are
obtained using four evaluators for a comprehensive result [7]. Problems with this
method involve assessing how to deal with trade-offs and how to apply
guidelines judiciously within the current context.

38



Table 13. Ten Commonly Accepted Usability Guidelines

Visibility of system status. System provides Recognition rather than recall. System keeps all
status feedback to user. options and support for actions visible.

Match between system & the real world. System | Help recognizing, diagnosing & recovering from
employs familiar terms and concepts. errors. System assists rather than confuses.

User control & freedom. System offers quick exit | Flexibility & efficiency of use. System offers

path from errors and undo/redo function. accelerators for expert users while aiding novices.
Consistency & standards. System uses Aesthetic & minimalist design. System

consistent terms and visualizations. communications are relevant and cogent.

Error prevention. System design helps user Help & documentation. System helps are concise,
avoid errors. clearly stated, task-focused, and searchable.

Cognitive walkthroughs employ a set of representative tasks; the evaluator
performs the tasks, step-by-step, and documents each system interaction. In a
formal cognitive walkthrough, the evaluator uses pre-prepared forms to
document the typical user’s specific goals, tasks, and knowledge at each step.
How the system interface appears and how it changes in response to user
actions is also documented. This form of evaluation is based on the psychology
of inexperienced users and evaluates the system for ease of learning and
support for exploratory learning. Identification of the psychological bases for user
difficulties (e.g., confusion due to inadequate function labeling or error due to
insufficiently explained input options) also indicates possible solutions. Testing is
based on four main questions: 1) Will the users try to achieve the right effect?

2) Will the users notice the correct action is available? 3) Will the user associate
the correct action with the desired effect? and 4) If the user performs correctly,
will the user realize progress is being made toward task accomplishment? The
problems with cognitive walkthroughs center around three points. They require
in-depth knowledge of the task domain for adequate test task selection. They are
time-consuming; strict protocols and copious documentation require time. They
are also susceptible to a low-level problem bias; concentrating at the keystroke
level, it is difficult to see the high level problems that yield higher payoffs.

Usability testing involves the development of empirical test plans that allow
observers to assess system support to real users in realistic scenarios,
performing real-world tasks. Observers document user behaviors and evaluate
performance effectiveness; they also may employ a “thinking aloud” protocol to
access user thought processes. Interviews and questionnaires are also
~ techniques used to capture user impressions. Studies support three users as a

cost effective number of test subjects [7]. Problems with this method involve the
development of appropriate scenarios and tasks, difficulties with subject
availability, and interpretation of results from different user expertise levels.
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4.5.9.2 Integrated Approach

This project did not support the full-scale employment of any of the foregoing
techniques. Neither multiple domain experts nor multiple usability experts were
available; time considerations were also a limiting factor, constraining both test
duration and model task development. To meet project needs, a rapidly
obtainable, high-level usability evaluation was created, drawing on elements in all
three techniques. The test plan created for this project was based jointly on two
industry standard heuristics, Xerox Corporation’s Usability Analysis and Design,
Heuristic Evaluation: A System Checklist (an expansion of the ten factors
identified earlier) [8] and DoD’s Defense Information Infrastructure Common
Operating Environment (DIICOE) User Interface System Checklist [9]. The two
checklists were examined for overlaps and edited accordingly. A preliminary
examination of the applications indicated that many of the low-level detailed
checks were either not problematic or subordinate in importance to larger issues;
the combined checklist was filtered for non-issues and subordinate issues to
leave the items likely to represent critical design concerns. The resulting list
incorporated “bellwether” issues from all of the major categories (Table 14). The
matrix in Attachment 9 offers more detail.

Table 14. List of Significant Evaluative Issues

Issue No. Issue

User/Computer Interaction Error Prevention/Recovery
Icons/Push Buttons System Shutdown
Menus Flexibility/Efficiency/Legibility
Windows/Dialog Boxes Other Functionality
Feedback Visualizations

Consistency/Standards Print Control & Reports
Windows Metaphor Help/Documentation
Common Look & Feel Type of Online Help file

System Status Visibility 9b Information Organization

Errors, Error Prevention & Recovery 9c Accessibility of Language
Errors 9d Tutorial

3
4
4a

Although grouped somewhat differently to better correspond with potential
problem areas in the applications, all but one of the ten factors were explicitly
reviewed. “Match between system and real world” was not considered truly
appropriate to the current evaluation. The terminology for Bayesian statistics and
Bayesian net-building was domain-specific; in this case it seemed more realistic
to check documentation for clarity of language and concept explanations. The
lead issues (each with more detailed subcriteria) were incorporated in a matrix;
each application was reviewed separately and results and comments were noted.

The selected approach integrated elements from the other usability
evaluation techniques as well. The concepts of test tasks and bi-level analysis
(low level data entry as well as more high-level functional organization and task
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support issues) were drawn from cognitive walkthroughs and the documentation
structure of the effort, from observational documentation methods. In the
absence of a formal test model, three methods were used. First, in keeping with
the psychological orientation of the heuristic evaluation, the evaluator tried to
exercise baseline network construction and compilation functions as a novice,
looking for identifiable tools and intuitive processes. Difficulties were noted and
assessed. Second, the evaluator attempted to build a small network and compile
it. Third, the evaluator opened the Asia model (a diagnostic model included with
each application as an example) and systematically altered it to observe the
system response. All results were integrated in the relevant sections of the
evaluation matrix.

The initial documentation effort was not set up to be hierarchical. However,
after reviewing the results, it was determined that MCDA AHP could be applied to
the usability criteria as well. Accordingly, the documentation was examined for
trends and for uniform scores. Where all applications were rated uniformly
acceptable, the criterion was dropped from further consideration. Where all
applications were rated uniformly unacceptable, the results were analyzed and
the criterion was expanded appropriately to try to capture the cause of the
problem. Trends were evaluated for contributory factors and the criteria list was
amended to probe those issues. The amended list was decomposed so each
criterion could be weighted appropriately. As all the factors in the final criteria list
were considered critical to good user interface design, weights were distributed
relatively equally across the criteria. The final evaluative criteria were
reassessed for each program and any changes in results were integrated into
both the initial and final criteria sets.




Table 15. Final Evaluative Criteria List

1. User Support 2. Error Management

Dialog Box Help Validation Errors

Find Function Warnings

Wizards Explanations

Tutorial Automatic Repair Function
Example Scenarios Input Errors
Level of Complexity Warnings
Process Orientation Explanations
Language System & Fatal Errors
Key Word Search Capability 3. Efficiency Factors

Help Rapid Input/Manipulation Methods
Language Repetitive Action Capabilities
Glossary Align Tool
Searchable Index Reverse Links Tool
TOC Organization Windows Common Look/Feel
Completeness Comprehensive Node Representation

Model Description

4. Visualizations

On Screen
Tables & Networks
Graphs
Text
Error Logs

Printing
Page-break Preview
Scale-to-Fit Capability
Completeness

The final criteria list (Table 15 above) excluded most Windows
Metaphor/Common Look and Feel issues. There were few problems with the
Windows metaphor or standardization of application elements: it was collapsed
to a single entry under Efficiency Factors. Feedback was not an issue either
because it was uniformly adequate or uniformly untestable with the available
models. Icons were not a significant factor in user problems. Major trends were
in application documentation and internal support to task accomplishment—Dboth
judged critical application usability. Error messages offered some problems;
system design was insufficient to eliminate errors, but without a more detailed
~ model it was difficult to probe further. Print control and print capabilities were

insufficiently supported; the total number of visualizations each application
offered were difficult to document and display. Efficiency factors were less
critical to task completion, but certain features (e.g., reverse links and rapid
nethuilding tnnls) woiild he very important to large network construction. The
weighted evaluation criteria and AHP results are discussed in the sections below.




4.5.9.3 Ease of Use Results (Tables 16-27)

User Support Evaluation Criteria

Table 16. Definitions for User Support Criteria

User Support
Dialog Box Help
Find Function
Wizards
Tutorial
Example Scenarios
Level of Complexity

Process Orientation
Language

Key Word Search Capability
Help
Language

Glossary
Searchable Index

TOC Organization

Completeness

Description

Offers interpretative help filling in data fields from within the dialog box.
Permits modeler to search for a specific node in a large network.
Facilitates performing routine or specialized action sequences.

Tutorial provides example scenarios for all supported utilities.
Scenarios have sufficient complexity to exercise all functions.
Tutorial language displays a process rather than a procedural
orientation (step-by-step instructions rather than overview).
Language is simple, direct, and uses as little jargon as possible.
Tutorial has internal keyword search capability to support finding
specific instructions.

Language is simple, direct, and uses as little jargon as possible.
Help includes a glossary of terms to facilitate understanding of
technical terminology.

Help includes a searchable index of all key terms.

Table of Contents is organized to support reasonable sequence of
modeler activities (either working with or creating networks).

All functions and required inputs are completely explained in Help.
Tutorials offer supplementary method of obtaining information.

Table 17. Rank Structure for User Support Criteria

User Support

Dialog Box Help

Find Function

Wizards
Tutorial

Example Scenarios

Level of Complexity

Process Oiietilalivn

Language

Rank Definition

0= No dialog box Help and can't open Main Help w/dialog box open.
25=No dialog box Help but can open Main Help w/dialog box open.
50=Dialog box Help links to Main Help table of contents.

75=Dialog box Help links to appropriate topic in Main Help.
100=Dialog box Help opens popup explanations/instructions.

Y= 100

N=0

Y= 100

N=0

75 = Most

100= All

Note: Can't tell if all functions are included in this level of audit.
Basic functions=50

Complex functions=75

All functions=100

Note: Can't tell if exercises all functions with this level of audit.
Y=100

N=0

Clear Language=100

Somewhat Clear=50

Not Clear=0
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User Support

Key Word Search Capability
Help

Language

Glossary

Searchable Index

TOC Organization

Completeness

User Support Results

Rank Definition
Whole document=100
By Chapter=75

By Page=25

Clear Language = 100
Somewhat Clear=50

Not Clear=0

Y= 100

N=0

Y=100

Some search capability=50
N=0

Y=100

N=0

Complete=100
Reasonably Complete=75
Somewhat Complete=50
Not Complete=25

Table 18. Results for User Support Criteria

User Support
Dialog Box Help
Find Function
Wizards
Tutorial
Example Scenarios
Level of Complexity
Process Orientation
Language
Key Word Search Capability
Help
Language
Glossary
Searchable Index
TOC Organization
Completeness

Analytica Netica Hugin
25 50 25
100 100 0
0 0 100
100 50 100
100 50 100
100 0 100
100 100 50
100 75 75
100 100 50
100 0 0
100 100 0
100 100 0
75 50 25

BayesialLab
0
100
100

50
50
100
100
100

So8oo

All applications were distinctly lacking in context-sensitive Help, a very

important user support function. An ideal software application provides

substantive assistance with all decision points; this includes directions for how to
fill in all data fields. The criterion Recall vs. Recognition, one of the ten standard

usability guidelines, stresses the importance of keeping support information
visible; this is an important error avoidance technique. In the four applications

evaluated the major need for context-sensitive Help was in dialog box

interactions; therefore, the evaluation refers specifically to Dialog Box Help.
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Dialog boxes require the user to fill in data fields to accomplish a task. While it
would be impractical to keep all data field descriptions and input
criteria/constraints visible, it-is very possible to use hover popups or rightclick
responses to provide the necessary support. The worst case scenario was
shown in BayesiaLab, where not only is there no internal help, but the main Help
function cannot even be accessed without closing the dialog box (a clear case of
recall dependence).

Three of the four applications included a Find function, permitting users to
search for and locate specific nodes by name; no capability was identified in
Hugin. This feature could become important in large, complex network
constructions. In contrast, only Hugin and Bayesialab offered any kind of
Wizards—Hugin, for setting up structure and batch learning and Bayesialab, for
file importation. Wizards are interactive help utilities that guide users through
potentially complex tasks, allowing novice users to perform at higher levels of
expertise. Often implemented as a sequence of dialog boxes that prompt users
to fill in required details, properly documented wizards are an excellent way to
support multiple levels of user expertise.

The Help and Tutorial tools are critical to usability. Help documentation
ideally is designed around its potential use, either as an on-line support or as a
print document; readability on-line is not the same as readability in print. On-line
Help is very important because it answers user questions during task
accomplishment. Printable manuals are very important because they allow the
user to study the application (and by extension, task performance) for extended
periods without access to a computer. Tutorials (which also can be on-line or
printed) walk users through example tasks, increasing their expertise.
Information in tutorials does not substitute for Help. When users want answers,
they want them immediately, and they often cannot afford to search through
linear tutorial presentations to obtain critical information. Therefore, every user
action should be supported by the main Help. Tutorials should provide step-by-
step instructions for both simple, novice-level tasks and complex, expert-level
activities. Both the main Help and the tutorial should be organized around task
performance, beginning with frequently performed actions, continuing
progressively through less frequent activities. The language in all documentation
should be clear, concise, and understandable by all levels of user. Domain-
specific terms should be explained in context and in a glossary. On-line Help
and tutorials should support key word searches.

Bayesialab suffered from very poor translation in its on-line Help, rendering
it almost incomprehensible; its tutorial was much more understandable, however.
Hugin used HTML files for both its on-line Help and its tutorial, rendering

searches difficult. It also used highly technical language in places, failed to
provide a gloceary, offorod no index for rapid navigation, and its table of contents

was organized around alphabetized menu and toolbar items rather than tasks.
Finding task support through Hugin was extremely difficult. However, Hugin's
tutorial was very good in its provision of introductory material and representative




task instructions. Netica's HTML-based tutorial was also difficult to search and
displayed a procedural rather than a step-by-step process orientation (since it is
still under development it is unfair to rate its completeness). None of the main
Helps appeared able to stand alone; task accomplishment required lengthy
searches of both Help and tutorials; Hugin was worst as its on-line Help
appeared to lack much critical information. Analytica provided by far the most
detailed documentation (the manual is 548 pages), including a glossary, index,
error messages and a function list; their Help and tutorials were PDFs (making
them both searchable and printable) with multiple examples of varying complexity
and a process orientation throughout. Analytica’s Help provides functional
information while its tutorial steps the user through building representative
models. The only weakness encountered was an occasional need to use the
tutorial to supplement Help—but required information was readily available.

Efficiency Factors Evaluation Criteria

Table 19. Definitions for Efficiency Factor Criteria

Efficiency Factors Description

Rapid Input/Manipulation Methods
Facilitates rapid net-building by allowing user to

Repetitive Action Capabilities create multiple nodes and connectors.
Align Tool Allows modeler to align multiple nodes.

_ Allows modeler to reverse direction of the links
Reverse Links Tool between selected nodes.

Uses a Windows metaphor and provides standard
functions in standardized positions, stable tool
bars, easily interpreted icons, hover descriptions of
Windows Common Look/Feel icons.
Node network and node attributes and conditional
probabilities can be displayed and edited on the
Comprehensive Node Representation = same screen.
Permits modeler to describe rationales and
Model Description assumptions to aid others using the model.

Table 20. Rank Structure for Efficiency Factors Criteria

Efficiency Factors Rank Definition

Rapid Input/Manipulation Methods
Tool available=100

Repetitive Action Capabilities Method available but takes 2 hands=75
Y=100

Align Tool N=0
Y=100

Reverse Links Tool N=0

Very Consistent=100 (3 Ns or fewer in categories
on master data collection sheet)
Somewhat Consistent=75 (5 Ns in categories on
master ddla collectun sheel)
Seldom Consistent=25
Not Consistent=0

Windows Common Look/Feel
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Efficiency Factors Rank Definition

Very Consistent=100 (3 Ns or fewer in categories
on master data collection sheet)
Somewhat Consistent=75 (5 Ns in categories on
master data collection sheet)
Seldom Consistent=25

Comprehensive Node Representation  Not Consistent=0
Y=100

Model Description N=0

Efficiency Factor Results

Table 21. Results for Efficiency Factors Criteria

Efficiency Factors Analytica Netica Hugin BayesialLab
Rapid Input/Manipulation
Methods
Repetitive Action Capabilities 100 100 75 100
Align Tool 100 100 100 0
Reverse Links Tool 0 100 100 0
Windows Common Look/Feel 75 75 100 100
Comprehensive Node
Representation 25 50 100 100
Model Description 0 100 0 0

All of the applications had repetitive action capabilities and all but
BayesialLab had an align tool; both capabilities speed model building—important
when building very large networks. Netica and Hugin supported reversing links,
another useful capability to speed the network-building process. A familiar
Windows-like environment is also a factor that speeds task completion; all tools
were acceptable, but Analytica used data

field screens with cells and dropdown S EE————————
boxes for some of its data entry and these T DAL S
were harder to interpret and required extra e 2 ot | mameen |

cursor movements. The data cells were e | e B L
particularly confusing, as the default view ~ Fee ” Bl == -
showed a single cell and the user had to i | i ]“J} Agd | 7sow 2o |

select that cell and hit the Enter key to add  “eiiiae | memsmaten | Coapite | | fomatie’ | | anionsse |
cells. This was explained in the tutorial, ot s s Ty e A
but was not supported in the data screen

itself. Figure 19 shows Bayesialab's Figure 19. BayesiaLab composite dialog

composite dialog box that allows the user
to rapidly enter all supporting node data.




Error Management Evaluation Criteria

Table 22. Definitions for Error Management Criteria

Error Management Description
Conditional probability errors (failure to sum to 1) and cyclic
Validation Errors errors (node connections form cycle).
Program warns user an error has occurred via visible or
Warnings audible signals.
Warning includes an explanation of the location and type of
Explanations error.
Program can be set to repair probability errors automatically
Automatic Repair Function (automatically normalizes data).
Input Errors Errors in types of information input into data fields.
Program warns user an error has occurred via visible or
Warnings audible signals.
Warning includes an explanation of the location and type of
Explanations error.
System & Fatal Errors Warns of system & insufficient memory errors.

Table 23. Rank Structure for Error Management Criteria

Error Management Rank Definition

Validation Errors
Message Box=100

Warnings Symbol w/popup=50
Explains probability & cycles=100
Explanations Explains cycles only=50

Must set to normalize=100
Warns will automatically normalize=50

Automatic Repair Function Automatically normalizes=0
Input Errors
Boxed text warning=100
Warnings Symbol=75
Message pops up=100
Explanations Takes 2 hands to display message=50
Y=100
System & Fatal Errors N=0

Error Management Results

Table 24. Results for Error Management Criteria

Error Management Analytica Netica Hugin Bayesialab
Validation Errors
Warnings ' 100 100 100 100
Explanations 100 100 50 50
Automatic Repair Function 50 100 0 0
Input Errors
Warnings 100 100 100 TS
Explanations 100 100 50 50
System & Fatal Errors 100 0 0 0

48




This set of criteria, while very important to the user, was not thoroughly
investigated. Factors involved in this decision included the variation in functions
supported by the applications (e.g., Analytica supported dynamic but not static
cyclic dependencies, whereas Netica, Hugin and BayesialLab flag and prohibit
directed cyclic dependencies) and the lack of a representative, rigorous test
model. The standard example, “Asia”, included with each program, didn't fully
exercise the error management capabilities of the systems.

All applications prohibited cyclic errors with an accompanying explanation
(Analytica's warning offered an alternative means of defining cycle nodes to
make the cycle dynamic). Probability table error management was handled in
three different ways: Analytica warned that it would normalize the illegal entry if
directed to proceed with compilation, Netica simply flagged probability table
errors, whereas Hugin and BayesialLab automatically normalized values.
Automatic normalization was judged a fault in this evaluation because it denied
user control and hid the potential introduction of erroneous values from the user.

Input errors were the most difficult to evaluate because the evaluator, with
B x| only limited knowledge of Bayesian net
Eor Descret e building and a limited test model, did not
i A e e | test all possible error conditions.
1osting-point E Evaluation in this section was based on
whether the system provided input error
notification, how readily visible the
‘ warning was, the clarity of explanation
o e~ " Sdenceimputerriora  and provision of instructions to repair the
error. All systems provided some form of
TSR error message (Bayesialab used a
@ T o e P e = | 'warning symbol that required effort to
A waring scouned whis svakusing Chance Gende. Dosumantionss |  OPEN); None provided specific

.F Aberovys thsplay this dalog on strors.

% e instructions along with their explanations.
et " cwes | canwss | | 1His was considered a serious lack,
given the complexity of the network-
Analyica Ervor Message noles & probabilty input eror, building task. See Figure 20 for sample

offering an automated fix or a chance to edit the input.
messages.

Figure 20. Sample error messages
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Visualizations Evaluation Criteria

Table 25. Definitions for Visualizations Criteria

Visualizations
On Screen

Tables & Networks

Graphs

Text

Error Logs
- Printing

Page-break Preview
Scale-to-Fit Capability
Completeness

Description

Displays node network and associated conditional probability tables
simultaneously.

Displays node information in different graph formats (bars, line graphs,
etc.

Displays text descriptions of node network.

Displays user's session error log in text box.

Permits the modeler to see where the page breaks will occur in the
network or table and adjust page setup accordingly.

Permits the modeler to scale the network to fit the page.

Prints nets, tables, graphs, text reports and error logs (or some subset).

Table 26. Rank Structure for Visualizations Criteria

Visualizations
On Screen
Tables & Networks
Graphs
Text
Error Logs
Printing

Page-break Preview

Scale-to-Fit Capability

Completeness

Visualizations Results

Rank Definition

Each of the On Screen attributes rates 25 if Y and 0 if N. All
four attributes sum to an On Screen score of 100.

Y=100

N=0

Y=100

N=0 :

Prints everything it shows=100 (includes reports)
Prints tables, network & text=75

Prints tables & network=50

Table 27. Results for Visualizations Criteria

Visualizations

On Screen
Tables & Networks
Graphs
Text
Error Logs

Printing
Page-break Preview

Eoalo to Fit Capability

Completeness

Analytica Netica Hugin Bayesialab
25 25 25 25
25 25 25 25
0 25 0 25
0 25 0 0
100 100 0 0
100 0 100 100
100 100 50 75
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Figure 21. Summary visualizations from each application

Visualizations were divided into visual representations on screen and print
capabilities. The applications varied widely in the representations offered and
the forms taken. In Figure 21 above, Analytica’s summary visualization was
programmed, while the others were available as menu options. The quality of
the visualization varied considerably. Analytica did not support simultaneous
representations of their network node maps, attribute charts, and conditional
probability data. In contrast, BayesialLab used an easily read and understood
composite attribute/conditional probability table, visible with the node map, and
Netica even displayed the network description and error log in frames. The
ability to add a network description to aid other users was seen only in Netica
and Bayesialab; error logs (important to users learning the system) were
available only in Netica. Print capabilities ranged from Hugin's restriction to
networks, node attribute, and probability tables only to Analytica and
Bayesial ab'’s ability to print all visualizations and report results. Of the four
applications, only Hugin had no sensitivity analysis capability.

4.5.9.4 AHP Results

As noted previously, the applications varied greatly in their intended use as
well as their capabilities. The results of the AHP analysis (Figures 22 and 23)
showed Netica the most user friendly in terms of user support, efficiency of entry,
error management, and supported visualizations; Analytica was a close second
with the other two applications ranking significantly lower in ease-of-use.
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5 RECOMMENDATIONS
5.1 Text Mining Tools

As mentioned previously, we are considering three categories of tools — Text
Mining, Investigative Analysis, and Bayesian tools that would help an analyst with
his/her task. However, as the emphasis of this study was on Bayesian modeling
tools, we have not had a chance to do an in-depth evaluation of text mining and
investigative analysis tools. SRA, a regular user of vendor products, has
gathered information from sources that do in-depth study of these tools.

For text mining tools, we relied on market research done by SRA. Table 28
lists well known tools and vendors in different categories of text mining.

Table 28. Text Mining Tools

Technique Tool Name | Website

Categorization of

documents Autonomy | http://www.autonomy.com/Content/Technology/
Convera http://www.convera.com/Products/index.asp
Entrieva http://www.entrieva.com/entrieva/index.htm

InXight http://www.inxight.com/

Mohomine | http://www.mohomine.com/

Stratify http://www.stratify.com/
Verity http://www.verity.com/products/index.html

Summarization Copernic http://www.copernic.com/en/products/summarizer/index.html
InXight http://www.inxight.com/

5.2 Social Network Analysis Tools

For social network analysis tools, the recommendation is based on the
results from a detailed survey done for MITRE Corporation. In this report, i2's
Analyst Notebook Version 6 was the first recommendation and the next
recommendation was Visual Analytics VisuaLinks. For further details regarding

the criteria used, other tools evaluated and generation of results, refer to [3] (end
of Section 4), included as Attachment 8 to this report.
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5.3 Modeling Tools

5.3.1 Performance

From Section 4.5.6, it can be seen that Hugin ranks as the optimal Bayesian
tool among all the ranked alternatives. The next best alternatives are Bayesial.ab
and Netica.

Most of Hugin's high decision score can be attributed to the number of
features it supported in the category of Input Manipulation and the fact that
criteria Input Manipulation was given the maximum weight towards the final goal
of choosing an optimal tool.

BayesialLab has excellent design sense from a usability standpoint. Though
there are some “ease of use” problems, they should be relatively easy to fix.
Both Hugin and Bayesial.ab personnel were very helpful and receptive to making
changes and adding features in response to specific queries and customer
requests (in fact the BayesialLab folks have already made some
changes/updates in response to queries from this study).

Netica and BayesialLab representatives are already addressing some of the
performance issues that led to their ranking below Hugin (see Table 12). With
the addition of these planned extensions, it is likely that the performance
rankings for Netica and BayesialLab will improve.

SIAM is the only GOTS tool that we analyzed in detail, for reasons described
in Section 4. One of the major drawbacks of SIAM is that it does not support
Bayesian Inferencing. Other features that SIAM does not address: the learning
of probabilities from a sample set and learning of the structure of the net from a
database. These features are useful if the end user wants the tool to work with
existing data. In Performance & Extensibility, SIAM ranked low because of the
emphasis placed on the language used to develop the computational engine and
the Graphical User Interface (GUI). The preferred language was C/C++ and
SIAM was developed in Java. The lack of an Application Program Interface (API)
for SIAM also contributed to its low score. All that said, SIAM does have
performance features that will be useful for NASIC in the near term.

Based on the information gathered for OCCAM, it can be said that it seems
to be addressing the domain specific needs of the customer. It also employs all
the techniques that the customer is planning to apply to build a decision support
" system that helps model the influences impacting human behavior.

Sample might be useful to NASIC/BPB if they plan to employ multiple
artificial intelligence techniques (in addition to Bayesian Nets).

Although Metrica’s PSYOP DSS tool is not applicable as one of the ranked
alternatives (does not use Bayesian methods), the feature of building a database




that contains data supporting PSYOP objectives (and helping the user based on
this information) is a very useful technique. This technique can be applied to
Bayesian tools to help the user determine the a-priori probabilities.

5.3.2 Ease of Use

Where Hugin and BayesialLab were the top modeling tools from a
performance perspective, Netica and Analytica stood out from those two in
usability. Netica rated most “user friendly” in terms of user support, efficiency of
entry, error management, and supported visualizations. Analytica was a close
second in all these categories, with the Hugin and BayesialLab ranking
significantly lower in ease of use.

SRA continues to receive information from all these companies. As we get
more information, we will update our AHP analysis to ensure we have accurately
modeled them and get the correct relative ranking. As we get results, we will
provide them to the customer. However, from both a performance and a usability
perspective, it would be far preferable to validate results from this study against a
representative sample problem or scenario.

5.3.3 Cost

Table 29 summarizes the cost per single license, quantity licenses, and site
license of the top five modeling tools. As some of the tools prices are listed in
Euros, refer to http://www.x-rates.com/calculator.html for an equivalent price in
Dollars.

Table 29. Cost Summary.

Tool Pricing Structure

(GUI and API Priced)
Huym 1 License — 6300 Euros

2 Licenses — 8390 Euros

5 Licenses — 10,465 Euros
10 Licenses — 12,550 Euros
Site License — 16,785 Euros

(GUI and API Priced)
BayeSIaLab 1 License — 3450 Euros

5 Licenses — 10,350 Euros
10 Licenses — 17,250 Euros
50 Licenses — 43,125 Euros

GUI - $585 per License, API - $685

Note 1: Site licenses available for 5 times as
much.

Note 2: APl embedded is $20 to $175
depending on the volume.

Netica
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Tool Pricing Structure

Professional - $1295
Ana[yﬁca Enterprise - $2495

Analytical Decision Engine - $6000

Note 1: Website (Attachment 3) gives
comparison of features of these different
versions)

Note 2: 15% discount for 10+ Licenses

Note 3: 25% discount for 50+ Licenses

All US gov't agencies hold a license to use
SIAM SIAM for gov't purposes (just need federal ID)

Complete cost information for the rest of the evaluated tools can be found in
the “General Features” worksheet in Attachment 3.

6 CONCLUSION

6.1 NASIC’s Investment in Analytical Capabilities

Many viable text/data mining options are available to NASIC/BPB. SRA is
very familiar with NetOwl, and has used it for a variety of applications. However,
other options were presented in Section 5.

From discussions with experts in the field of Social Network Analysis, we
were referred to a Mitre Corporation report (Attachment 9) that ranked i2's
Analyst Notebook Version 6 at the top of the list of these capabilities. The next
best capability recommendation was Visual Analytics VisuaLinks.

Based on the results of this study, NASIC/BPB has at least five viable
options to meet mission modeling requirements: Hugin, BayesialLab, Netica,
Analytica, and SIAM. Unfortunately, the tool that ranked best in terms of
performance (Hugin) is also rated, relative to the other tools, more difficult to use.
Bayesialab, another highly ranked tool in terms of performance, is also ranked
lower in “ease of use.” Netica and Analytica, while easier to use, did rank lower in
performance. The lack of a clear “winner” is further complicated by the fact that
some extensions to the performance capabilities of both Netica and Bayesial.ab
are planned in the next release of these tools. None of these options is out of the
running in terms of cost/price, and (of the five top-rated performance options)
SIAM has the advantage of being available for licensing free of charge to
government customers.

On balance, especially if ease of use is a critical factor for NASIC and the
customer is willing to wait for the performance improvements (Table 12) planned
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in the next release, Netica becomes a very attractive option. See Table 30 below
for a summary of performance, usability and cost results.

Table 30. Project Results Summary

Performance Usability Cost
GF IM PE 10 Overall us EF | EM | VR Overall Per 10
Performance Usability | Licenses
Analytica B G 8 G (6 | 6 6 $51,000*
BayesBuilder G R { NR NR NR | NR NR 4000 Eu
($4,800)+
per seat
BayesiaLab e e e B ¢ f ( r f 17,250 Eu
($20,700)+
Dxpress G 7 B R 8 NR NR NR NR NR Provided at
negotiation
Ergo 4 { 4 NR |NR |NR |[NR NR ?
Hugin G 8 e B { = ‘ { 12,550 Eu
($15,060)+
Netica r |8 | @ G 6 B |6 | @ 8 $6,350"
SIAM g f G NR |NR |NR |NR NR Free
Bnet2000 4 G e NR NR |NR |[NR NR Not
provided
Notes:
B = Best relative to others G = Acceptable 7 =Marginal R =Worst relative to others

* ADE version, assumes (single seat price X10) minus 15% discount for 10+ licenses

** Price for site license (no price given for 10 seats)

+ Conversion to dollars assumes 1.2 dollars per Euro (approximate current exchange rate)

If NASIC/BPB wants further verification/validation of the results of this study

before making an investment in a particular modeling capability, SRA

recommends a more comprehensive evaluation using a sample or “benchmark”

problem.

6.2 Study Limitations

There are some limitations on how these results should be used. An
important factor when interpreting the results is to realize that the rankings for the
tools were not generated based on building a Bayesian net using all the tools and
then comparing the features. The ranks were primarily based on the responses
from the tool vendors, information from the trial versions of the tools, and
information on the web. In this process we might have overlooked some criteria

that might prove useful when building a Bayesian model. Also, the final decision
scores of the tools are a result of the criteria chosen and the weights assigned to

them. The decision scores can change if a user evaluates the tools with a
different set of criteria and different weights.
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Another point to consider is that the SRA team worked with demonstration
versions of these tools as they exist today. As planned extensions are added,
and as more information is made available, these updates should be captured
and considered in the analysis before finalizing an investment decision.

6.3 Recommended Follow-On Activity

SRA team members recommend further work to develop and implement a
“benchmark” evaluation problem or scenario to verify the results of this study. As
discussed above, tool rankings can be sensitive to both criteria and weighting. A
sample problem or scenario that is representative of how the tools will actually be
used by NASIC analysts can provide an additional level of insight and confidence
to validate (or revise) these results.

6.4 Interest from Industry and Government

Many contacts (see Attachment 10) are interested in sharing the results of
this effort.
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Attachment 2

Analyst Questions
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MEMORANDUM FOR RECORD

SUBJECT: 12 Sep 03 Analytical Capability for Behavioral Influence Operations Team
Questions for Customer (Influence Operations Planners, Analysts)

TO: NAIC/BPB (Eric Braeden)

1. Eric, here is our first crack at a list of questions. Hopefully, this will continue our
Task 1 progress toward a full understanding of how planners and analysts will use the
tools. This will ensure we have the right criteria when we start evaluating candidates
and alternatives in Tasks 2, 3, and 4.

2. Questions focused on the initial planning phase:
2.1. Describe your planning cycle for a representative/relevant RFI or problem.
2.1.1. Who is basic Customer set and what do they typically ask you to provide?
2.1.2. What Official Documents, TTP, Regs and checklists do you refer to for
guidance?
2.1.3. Do you use any worksheets for PSYOP planning and research?
2.1.4. What Information Sources do you use? Do you use and have access to the
following Databases and programs?
2.1.4.1.Special Operations Command, Research, Analysis and Threat
Evaluation System (SOCRATES)
2.1.4.2.Psychological Operations Automated Data System (POADS)
2.1.4.3.Foreign Publication Procurement Program (FPPP)

3. Questions focused on the analysis process:
3.1. Describe your PSYOP Target Audience analysis processes
3.1.1. Type and Process
3.1.1.1.Value analysis: Quantitative and Qualitative
3.1.1.2.Nodal analysis
3.1.2. What factors are taken into consideration?
3.1.3. What are your target selection criteria?
3.1.4. How do your targets get nominated and approved?
3.1.5. How do you analyze secondary audiences for effects?
3.1.6. What are a typical Timeframes for RFI’s, process and production?
3.1.7. Do you track/monitor PSYOP operations? How? (i.e., PSYOP Campaign
Control schedules with PSYOP intensity, objectives, temporal schedules)
3.1.8. Do you currently conduct a form of “PSYOP weaponeering for “targets™?
3.1.9. Is environmental analysis taken into consideration and used? (Climate,
Weather, and Geographic)
3.1.10. How are “targets” tracked in databases? (~ BE numbers)
3.1.11. What type of role do you play in execution planning if any at all?
3.1.12. Do you conduct PSYOP Effectiveness Assessment?
3.1.12.1. Are MOEs determined and mcasuwied? How?
3.1.12.2. Are Objectives not met by MOEs incorporated into future
planning, and PSYOP assessment?
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4, Questions that dig into what cognitive, cultural, organizational characteristics are
valuable to the analyst:

4.1. Points on decision making style, group goals and organizational behavior were
noted; however, is it useful to include other culturally-based influences in
cultural models used to test software capabilities? Should primary focus
emphasize any one of the following? '

4.1.1. Cognitive characteristics? (e.g., idiocentric vs. allocentric orientation,
mastery vs. fatalistic orientation, past vs. present vs. future time orientation,
etc.)

4.1.2. Institutional characteristics? (e.g., Muslim, largely agricultural/pastoral,
tribal affiliations, oil-based international economy with wealth clustered in
ruling family, etc.)

4.1.3. Sensitivities? (e.g., gender roles, caste/class systems, social position of
children/elderly, social taboos, etc.)

4.1.4. Other?

4.2. How do you incorporate cultural knowledge into your planning now?

4.2.1. Is culture a critical thread in all influence planning, a means of fine-tuning
non-cultural influences, the focal point of some planning efforts, etc?

4.2.2. Are cultural issues always specifically included in influence operations?

4.3. How do you foresee incorporating culture in the future?

4.3.1. Do you expect to increase employment of cultural influences?

4.3.2. Do you need cultural matrices that map associated strains of cultural
influences and relate specific cultural influences to specific groups?

4.3.3. Are there plans to collect specific data on effectiveness of cultural
influence employment?

4.3.4. Are there plans to try to separate/evaluate the relative effects of specific
circumstances on effectiveness?

4.4. Can you give several examples in which culture played a role in NAIC product
development?

4.4.1. What are some representative cases?

4.4.2. What are some atypical cases?

5. Questions focused on current tools that analysts use or are aware of:
5.1. What type of Products do you currently produce?
5.1.1. What are typical NAIC products like in format? (e.g., Army PSYOP
forms, multi-page text reports?)
5.1.1.1.How might cultural influences be incorporated in that format? (e.g.,
specifically identified, fully justified, or transparent to the user)

5.1.2. What software do you use currently developing your products?
5.1.2.1.What works for you?
5.1.2.2.What doesn’t work for you?

5.1.3. What non-software supported techniques do you use currently to develop

products?
3.1.3.1. What capabilitics would lhiave Liclped you produce thuse pruducts?

5.2. What kinds of data base management systems are used now?
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5.3. What is the nature of data that is useful to you now? (e.g., text, images, video,
audio, etc.) Any expectations that this will change in the future?

5.4. Are data visualization tools used?

5.5. What types of decision modeling tools are used?

5.6. What type of tools would help you better perform PSYOP analysis?

6. We will be pursuing the answers to these questions through interviews with NAIC
and other Influence Operations analysts over the next two weeks. Any assistance you can
provide will be greatly appreciated.

Michael L. Zywien, Principal
Project Technical Lead

cc: Greg Jannarone
Capt Tim Gameros
Larry Daniel
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Attachment 3

Project Criteria/Data Sheets
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Attachment 4

Definition of Terms and Tutorial Briefing
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