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ABSTRACT

US Army and Joint constructive simulations require human operators to observe
the exercise in progress, conduct analysis of the results, and provide a realistic reports
and assessment of the action presented on their screens to the desired training audience.
Current software tools provide excellent mathematical assessments (such as center of
mass calculations, optimal routes, and sensor ranges) but poor human-like assessment of
data (most likely route, probable enemy intention, etc.).

This Thesis presents an artificial intelligence architecture specifically designed to
reduce that manpower requirement by describing a concept for computer modeling that
can produce realistic human-like assessment results. Specific concepts described are
approaches for conducting a digital terrain assessment, development of avenues of
approach, deployment of templated forces to a specific piece of terrain, and then a
method of adjusting the templated force to react to actual sightings and known
information.

Also included are more detailed discussions and implementation details for use of
gas diffusion as a method of analyzing avenues of approach through digital terrain. This
approach seems quite promising as a method of modeling human movement tendencies

and appears superior to classic path finding or optimal route selection methods.
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I. INTRODUCTION

A. THESIS STATEMENT

It is possible to create a very realistic military assessment of terrain and digitally
represented forces using a combination of agent-based programming and computer vision
techniques to array templated forces on digital terrain, and using a fluid flow model to
develop likely avenues of approach through the terrain.
B. MOTIVATION AND OVERVIEW

United States Army simulation exercises are conducted by three categories of
people: the training audience (military commanders and staffs receiving primary benefit
from the simulation exercise); the technical support staff (largely civilian, these are the
installation support personnel who runs the simulation computers and networks); and the
training enablers (military personnel, normally from one echelon below and above the
training audience). The motivation for this thesis is the training enablers. Those soldiers
primary duty is to read information on a computer screen and relay it to the training
audience in a believable manner which preserves the integrity of a “real” or simulated
real event rather than raw data from a computer printout. These soldiers perform a
“sanity check” on simulation truth presented to them on their screens and then report a
version of assessed truth to the training audience. This is a valuable function, without
which military training simulations would be very difficult, or very unrealistic. The price
in manpower, however, is quite high. For some exercises the training enablers
outnumber the training audience as the Army strives to provide the most realistic training
possible for its warfighting staffs. This thesis is an attempt to reduce the required size of
the training enablers by exporting some of their current duties to an artificially intelligent
system which is able to see digital terrain, recognize militarily likely avenues of
approach, and template defensive positions on the terrain based on some tactical planning
heuristics and computer vision deployment principles.
C. THESIS ORGANIZATION

The main contribution of this thesis is intended to be its description of methods
for taking raw, linear data (digital elevations, specific vehicle locations, etc.) and

providing the singularly human aspects of analysis and assessment to produce value-
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based comments such as “most likely,” “probable,” and “best estimate.” In military staff
organizations one of the most subjective functions is that of the intelligence analyst who
must piece together high volumes of data to produce a coherent picture of the terrain and
of the enemy — both his actions and his intentions. This thesis attempts to mirror a
number of these functions in software, and as such borrows freely from current U.S.

Army Intelligence doctrine and training for both the structure and content of the thesis.

The organization of this thesis loosely parallels the U.S. Army’s Intelligence
Preparation of the Battlefield (IPB) process. In general, this process consists of a
structured approach of analyzing terrain by military value and trafficability, applying
general friendly and enemy movement and deployment tendencies to the terrain to
produce estimates of most likely (and most dangerous) actions or deployments,
establishing a collection plan to gather confirming (or denying) data at specific locations
of interest, and then adjusting the templated positions to correspond to reports of known
positions or actions.

1. Seeing the Terrain

Although rich terrain database information is available for some parts of the
world, particularly those of military interest, this work assumes that only elevation data is
available, though richer terrain data could be easily included in the described approach.
In the most basic sense, the military aspects of terrain are dominated by two major
factors: the direct fire line of sight at any given point; and the vehicular maneuverability
at any given point. Protection, observation, cover, concealment, obscuration, key terrain,
and other terrain factors are, in the opinion of the author, secondary to the more basic
considerations of which forces I can engage with my direct-fire weapons systems; and
where the enemy is going to be. This issue perhaps deserves more detailed treatment, but
for purposes of this thesis will remain as unproven assumption. In this section we discuss
how the agent-based programming methodology led to a requirement to classify terrain
by military value based on mobility factors and briefly compare the preferred by-cell
approach versus use of mobility corridors or bands of high density line of sight
vulnerability.  The implemented software approach makes use of the standard, three-

tiered military terrain classification (Go, No Go, and Slow Go), but lends itself to



multiple classifications of terrain classification and is extensible to much richer terrain
database information.

2. Assessing the Terrain

Intelligence officers and military terrain experts classify terrain in decidedly non-
linear terms. They use phrases such as “high speed avenues of approach,” “most likely

29 ¢¢

defensive positions,” “slow mobility corridors” and other terms which assign an order of
value or merit to certain terrain features. In order to conduct a human-like assessment of
terrain, we first needed to quantify the terrain with some sort of value. Defensively, the
value of any given piece of terrain is relative to many factors — location of other
defensive units, weapons system range and capabilities, location of planned or desired
engagement areas, and expected location of enemy forces. Of these factors, however,
foremost is expected enemy location, for this leads to description of engagement areas,
around which defensive units are deployed based on other rules for dispersion and
massed effects. Offensively, terrain value is based on the ease with which one can
traverse a portion of terrain enroute to a particular objective. Given this, the foremost
source of terrain “value” for both offensive and defensive calculations is the ability of a
military force to traverse that piece of terrain enroute to an objective. This section
contains a detailed description of an implemented software approach for developing
realistic military avenues of approach through terrain using a modified gas diffusion
model. This original method produces intuitively natural human movement tendencies
that: can be easily converted to value elements based on speed of movement, proximity to
ideal route, or other heuristics; closely rival optimal path-finding approaches in
efficiency; and are extensible across an entire terrain sector for use by goal-seeking
agents in search of ideal terrain.

3. Deploying Forces on the Terrain

Deploying military forces on terrain is an exercise in modifying the most
appropriate general pattern, or “doctrinal template” of forces to suit the particular terrain
selected for the fight. This method of matching specific environmental cues to the most
appropriate general pattern is similarly discussed in both Army Intelligence School
training documents, in artificial intelligence research and papers discussing computer

vision, and in naturalistic human decision-making research. The parallels between these
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three areas provide the basis for the most promising method of deploying templated
defensive forces on terrain given certain cues. Foremost among those cues are the
military value of terrain, discussed earlier, and what can be loosely described as the
central defensive point or anchor point around which the defense is to be deployed. This
section discusses an agent-based deployment approach to specific positioning preceded
by two approaches for selecting the central defensive anchor points, one based on a
purely mathematical evaluation of attacking force vulnerability, and the preferred
approach which borrows from gradient concentrations in the gas diffusion model. These
heuristics are discussed as concept with only initial level software implementation
complete at time of this thesis, but did compare favorably with results obtained from
military terrain experts in a related experiment.

4. Adjusting to Respond to Reports of Actual Sighted Vehicles

This section continues the theme of pattern-based recognition and details a
concept for using computer vision techniques to compare expected disposition of forces
with reports of actual vehicles. Templated forces are deployed on the digital terrain
based on both a macro-assessment of avenues of approach and movement objectives but
also based on successively lower resolution views of the specific nature of the
surrounding terrain based on echelon of deployment. We consider each echelon of
deployed force as its own pattern, within which subordinate elements have both a
prescribed general pattern as well as some flexibility of adjustment within the parameters
of that pattern. Adjustment is accepted and expected at each level of resolution within
certain constraints. Reports of vehicles sighted, then, are compared to summaries of
lower-level patterns (and their associated probabilities) to see if the general nature of the
pattern as a whole will allow the specific nature of the reported vehicle(s) within the
constraints of the current pattern. If not, the pattern at that level is adjusted to better fit
the reported vehicles and the process is repeated for the next higher echelon. This section
includes a discussion of this method as well as mention of how these techniques can be
applied to infer current and future intent with varying levels of confidence.
D. GENERAL SCENARIO

All of the digital terrain files for this thesis are Digital Terrain Elevation Data
(DTED) Level II from publicly available elevation data about the U.S. Army’s National

4



Training Center at Fort Irwin, California. Tactical scenarios assume an East to West
attack of a mechanized force from the boundaries of Fort Irwin towards the buildings of
Fort Irwin proper. When deploying forces, I’ve assumed one mechanized Infantry
battalion task force-sized organization to defend against a regimental-sized mechanized
enemy force. None of the parameters of this data are limited to this particular data set,
however, and should apply equally well to other data sets of widely varying scope and

resolution.
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II. RELATED WORK AND BACKGROUND

A. INTRODUCTION
The Panel on Modeling Human Behavior and Command Decision Making:
Representations for Military Simulations, Commission on Behavioral and Social Sciences
and Education, National Research Council, concluded its 1998 report as follows
The modeling of cognition and action by individuals and groups is quite
possibly the most difficult task humans have yet undertaken.
Developments in this area are still in their infancy....Human behavior
representation is critical for the military services as they expand their

reliance on the outputs from models and simulations for their activities in
management, decision making, and training.

Given the scope of this effort, the majority of this chapter will remain at a fairly
high level of detail, assuming that the reader is conversant in the essential elements of
each subject heading. From a global point of view, this thesis should not be classified as
completely new work but as a new combination of existing artificial intelligence and
computer science techniques applied to a troublesome problem domain to achieve a new
solution. As described in Chapter I, the problem domain is achieving a human-like
assessment of military unit predisposition on a given set of digital terrain and a
continuously updated evaluation of military unit intentions on that terrain given partial
and incomplete information. Researchers throughout the world have contributed to the
various aspects of this approach, so for brevity I’ve tried to only include the specific
works which provided direct insight to the selected approach or which summarize
alternate methods of achieving similar results. Related work is discussed below;
separated by subject area into Terrain Assessment and Path Finding, Military
Deployment Heuristics, Agent-Based Modeling, Computer Vision, and Naturalistic
Decision Making.

B. TERRAIN ASSESSMENT, PATH-FINDING AND ROUTE SELECTION

Having read a digital terrain elevation file for basic terrain sample, we face the
problem of describing the terrain by mobility characteristic and then traversing this

terrain sample by most realistic method possible to obtain likely avenues of approach.



Many researchers have tackled these issues; a data search for published path finding
articles will yield several thousand.

1. Mechanical Methods

The majority of these articles discuss variations on what I will call mechanical
methods of path selection; methods computed based purely on the mathematics of the
terrain set without regard for how humans truly navigate. De Berg and O’Rourke both
discuss methods of motion planning for robots or other automated planning tools which
utilize shortest path techniques for navigating an obstacle field. Included in their
discussions are approaches for smoothing out the irregularities on an obstacle’s face by
use of convex hulls and of expanding obstacle dimensions by the size of our moving
element (such as a robot) to ensure that the passing object can traverse the shortest path.
Other approaches discussed in these works involve use of shortest path obtained by
computing edge-to-edge line of sight to produce a tree of straight line segments followed
by an A* search (Norvig) to produce an optimal path. These approaches would all result
in a group of valid potential routes through a sector, but there is no indication that they
would represent the routes that a human (or a group of humans) would use to traverse that

sector.

Powell implements a combination of Delaunay decomposition and Theissen
triangulation to produce mobility corridors which are essentially the curvilinear routes
between all NoGo terrain sectors. Once computed, these mobility corridors are assigned
weighted values for width and length which can be used to produce cost factors for

searching.

Reece discusses advantages and disadvantages of motion planning by cell
decomposition (modified A* search for least cost), skeletons (obstacles expanded to
create single path between each obstacle), weighted regions based on threat exposure, and
potential functions by distance from objective and proximity to obstacles. Of special
interest to this thesis is Reece’s assertion that using a potential field algorithm can result
in local minima which could trap the algorithm unless obstacles are weighted with
negative potential values to “push” the paths away or unless one considers velocity
(Krogh). This is because the potential field Reece discusses is not a fluid-like potential

based on movement from a source to a sink but a mathematical potential computed by
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distance from the sink and avoiding obstacles. Potential fields computed purely based
on distance to goal and avoidance of obstacles can fail to produce desirable results
because of their lack of a global view. A potential field generated by diffusion equations
at a state near equilibrium cannot produce dead ends as every gradient vector points
towards the strongest path to the sink. This is discussed in much more depth in

subsequent chapters.

Reece implements a limited scope A* search to evaluate the node-to-node
movement cost based on time to complete with slope and mobility factors included as
costs. Following this, the results are post-processed to reduce turns, increase speed over
open areas, and adjust movement postures (i.e. Standing to Prone) to reduce overall cost.
Reece’s approach is not implemented in this thesis for several reasons. First, it assumes a
purely mathematical approach to human movement and route selection based on optimal
search criteria. Optimal routes through terrain are perhaps appropriate for computing
individual movement, but are not good representations of the larger scale military
movement tendencies we needed to model for this thesis. Secondly, Reece’s node-to-
node A* search and post processing technique does not lend itself well to large scale
terrain models required to evaluate movement of forces across a potentially large terrain
file. Though computing diffusion is similarly cycle intensive, we believe that there are
efficiencies possible in a diffusion approach which make it more attractive for large
databases. Finally, Reece does not make an argument for extension of this pathfinding
algorithm to a broader scale classification of avenues of approach based on likelihood of
use (which is the requirement for this thesis), and it is unclear how his approach could be

modified for that particular task.

Horn implements a similar line of sight approach to route selection, though he
does include other constraints into his cost factors to account for gradient, distance, and

concealment.

Forbus reads in a bitmap file to produce a Go/NoGo grid from commercial game
terrain maps, then demonstrates an algorithm which combines skeletonization and cell
decomposition to produce tubes and open space for more efficient search algorithms. A

similar approach (producing skeletons and open areas) is suggested in this thesis as a
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means of reducing the A* search pattern required when comparing the NoGo/Go

chokepoints for possible defensive positioning with mechanical methods.

Benton describes an approach for use in computing terrain grid searches over
extremely large databases by first generating a binary Go/NoGo map, thinning the map,
converting it to a graph, simplifying the graph, computing paths between each node in the
graph, and then computing total costs from start to end. Once computed, optimal paths
are released from the requirement to specifically traverse nodes which results in more
gradual route segments and some additional efficiency. Benton further develops this
algorithm by conducting multiple improvements to increase efficiency of his A* search
trees and reduce searches to a more reasonable number of trees and branches than the
million data points he envisions in the abstract. Similar to Reece, Benton also dismisses
potential approaches to path finding in his survey of other relevant work as being likely
to produce local optima from which the algorithm cannot escape. Again, this is
attributable to the difference between a static potential (to the objective and away from
obstacles) versus a moving flow (with the origination point as source).

2. Human Movement and Extension

Duckham’s work on simplest paths proposes that humans prefer a simplest path
algorithm to optimal path selection. He proposes a simplest path algorithm designed to
reduce the number of turns, stops, and general degree of difficulty in navigating an urban
environment to create routes which appear more natural and human-like than some of the
shortest path algorithms would produce. Duckham states that further cognitive studies
are required to verify the algorithm but concludes that this approach appears to present
considerable advantages due to ease of description and navigation. Duckham’s assertion,
that easier routes are preferred, is in line with military terrain analysis which emphasizes
consideration of planning factors such as natural lines of drift, path of least resistance,
and easiest route. Other researchers have noted similar human tendencies to drift, or
move along routes with curved behaviors that consider the effects of velocity, turning

radius, and speed (Brogan).

In 1746 Maupertuis developed the Principle of Least Action to describe the
tendency of elements in nature to seek the minimum effort solution. Euler expanded

upon this principle in 1748 with his assertion that a system of bodies at rest will seek a
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state which minimizes total potential energy, or effort. This principle, is reflected in the
physical property Geodesy. To quote Davis, from his website:

Geodesy, as the term is used in physics, is the tendency of physical

changes and processes to take the easiest or minimal path. Almost the

whole of physics can be represented in geodetic form. Water running

downhill seeks the steepest descent, the quickest way down, and water

running into a basin, even one with irregular shape and bottom, distributes

itself so that its surface is as low as possible, the water then has the

minimum potential energy in the earth’s gravitational field. Light finds

the quickest trajectory through an optical system (Fermat’s principle of

Least Time). The path of a body in a gravitational field (i.e. free fall in

space time) is a geodesic. Feynman's formulation of quantum mechanics is

based on a least-action principle, using path integrals. Maxwell's equations

can be derived as conditions of least action. Newton's mechanics is

contained in Hamilton's principle of least action, and also Gauss's

principle of least constraint. Thomson's theorem states that electrically
charged particles arrange themselves so as to have the least energy. The

Second Law of Thermodynamics requires that thermal systems change

along a sequence of configurations, each having a higher probability of

occurrence than the preceding configuration.

This thesis implements the assumption that this principle (Geodesy) can also be
applied to human route planning and path selection. Without benefit of cognitive studies
to confirm (or refute) this assumption, this work implements a fluid-based simulation
approach to modeling human movement tendencies when selecting avenues of approach
through a terrain sample.

3. Fluid Mechanics and Potential Fields

The concept of using fluids to represent human movement tendencies arose out of
discussions on how best to model a moving, multi-vehicle element. These discussions
repeatedly involved the use of fluid-like terms to describe the properties of a moving unit
which led to the search for simple fluid models. Rather than delve into the detailed
Navier-Stokes equations discussed in the textbooks (Chorin), we turned towards a
simpler solution for creating the same results. Stam provided an efficient method of
simulating movement in gas and smoke fields for use in visual simulations. Stam’s

simplified version of the Navier-Stokes gas exchange equations were instrumental in

achieving the fluid simulation approach utilized in this thesis.
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The idea of using exchange and diffusion equations to model movement axes
closely mirrors previous work in using potential fields to provide robotic pathfinding
logic.  Connolly proposed using Laplace equations as method of obtaining robotic
pathfinding without the disadvantage of local optima. He defines a potential gradient for
each cell based on the Laplace equations for each of its four neighbors. The solution of
the Laplace equation is a harmonic function which is able to achieve the goal without
getting stuck in local optima. In Connolly’s second paper he discusses use of harmonic
functions as method for robotic control, which, as he says

...can be used to generate smooth, collision-free paths without the threat
of spurious local minima.

Svenson presents a similar implementation to this thesis in his paper utilizing
agents (ANTS) which move from the enemy location in a uniform fashion until achieving
success by attaining a goal states which are the friendly unit locations. Once successful,
the ANT leaves a scent along his route which other ants can follow to achieve similar
success and the result of these movements is a potential field based on scent of each
particular goal state. Svenson points out that this method can be used to develop avenues
of approach as well by computing an exact potential based on every cell rather than the
minimized potential derived by exchanges only along the ant paths. This exact potential
calculation is very similar to the cell-by-cell fluid exchange we utilize in the following
chapters, and yields a similar potential field for each cell. Svenson correctly points out
that achieving convergence is time-consuming for the exact method and implements a
reduced grid search with his ants. One could apply this same methodology to a RETINA-
generated product by reducing (or coarsening) the terrain set. Coarsening is discussed
later, along with some of the problems inherent with using a reduced grid to develop
global strategies. A minor point, but one worth noting, is that Svenson’s description of
avenues of approach is more consistent with what I would refer to as areas of high
gradient concentration, or areas of high potential. In order to actually generate avenues
of approach one must populate the gradient field (or potential field that the ANTS
produce) with an element which traverses the potential field based on the combined
effects of the local potential vectors. The avenues of approach shown in Svenson’s

paper are, in the author’s opinion, more accurately described as areas of high potential.
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C. DEPLOYMENT HEURISTICS AND RULE BASED SYSTEMS

Department of the Army Field Manuals (FM) 100-61 and 100-63 provide a rich
source of doctrinal templates suitable for converting into the general templates used in
this thesis. Similarly, FM 34-101, Intelligence Preparation of the Battlefield, provides a
comprehensive view of the procedures employed to produce an evaluated application of a
doctrinal template to a specific piece of terrain. This is a complex process, however,
which does not lend itself to a single solution. As such, this thesis proposes a system of
linked methods, spatial reasoning, and military heuristics to present solutions in the
challenging domain of creating human-like military reasoning for artificially intelligent

software.

Other researchers have attacked this problem with similar conclusions (about the
degree of difficulty) and levels of resolution. Richbourg’s paper addresses the issue of
military deployments on terrain as a similar combination of Al search and military
heuristics. He searches for points of good visibility based on limited sample search and
then further restricts the results to those locations sufficient in size to support his
defensive positioning and with moderate slopes. He uses a visibility analysis to produce
probable attack routes, assuming that the attacking force will seek to maintain concealed
routes to the objective using a best first search technique through a terrain grid of
visible/concealed sectors. Richbourg deploys platoons with a combination of spatial
reasoning techniques, military tactical heuristics, and application of a platoon deployment
pattern consisting of three squad locations, a security plan, an obstacle plan, observers,
and a platoon intelligence plan. Line of sight calculations dominate deployment planning
at several levels, albeit calculated for a reduced set of points. Clearly, Richbourg’s
approach produces a more thorough treatment of a platoon defensive planning metric
than applied in this thesis. We implement a simpler set of defensive deployments based
on a requirement to produce flexible plans that support a wider variety of deployment

echelons over much larger terrain samples, and to do so in real time.

RETINA’s avenue of approach analysis lends itself to broader applications than
Richbourg’s method which is primarily based on line of sight visibility from a variety of
potential defensive positions (and which assumes the attacking force both knows the

defending forces’ locations and selects routes primarily based on their ability to support
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unobserved movement). Though our methods for employing specific planning heuristics,
positioning, and path selection differ, as well as the scope of research efforts, I
nonetheless wholeheartedly concur with Richbourg’s concluding statements shown
below.
No single heuristic, rule-based paradigm, spatial reasoning technique, or
other approach in isolation has proven sufficiently powerful to provide
acceptable results in this domain....Many simple techniques, applied in
proper scope and role, together provide a synergy that can successfully
address a difficult problem and result in a system that has application in

diverse domains, succeeding where past attempts, founded on sciences
from more traditional fields, have failed.

Burger’s READ-PRO is a company-level program which executes direct line of
sight calculations by reading DTED data and using the MODSAF line of sight algorithm.
READ-PRO is designed to assist a ground force commander in positioning vehicles and
targets for maximum engagement area coverage, but was not extended for use by
RETINA due to our requirement to conduct a simpler, faster analysis of a much larger

terrain set.

Janiszewski tackles this problem from a completely opposite direction, devising a
rule-based system to evaluate potential courses of action to be executed inside of a
constructive simulation, then using the post-processing files from that simulation to
evaluate the success of his system. Human users input a number of rules, indicators, and
assessments into the expert system which then monitored the simulation results and
provided an assessment to the training audience. While not directly related to this thesis,
I found the approach to be helpful in demonstrating both the scope of effort involved in
this process as well as reinforcing the requirement for (substantial) future work aligning
actions with intent. This alignment must naturally follow from a knowledge or belief
about the current truth of enemy disposition on the terrain. In his conclusion Janiszewski
states

...If the rules and rule sets are not broad enough to assess potential

OPFOR COAs, then the assessment...will have little value to a

commander. Likewise, while the cognitive process that an S2 uses to

make an assessment can be without flaw, if the information to make that

assessment is unavailable, then the reliability of that assessment can be at
best questionable. ...care must be taken to collect that information. The
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plan used to place intelligence collection assets on the battlefield, referred
to as the collection plan, must be completely thought through with the
anticipated enemy courses of action in mind..

Before we can predict intent we must know position. RETINA’s bottom up
approach is based on the author’s opinion that the most important aspect of understanding
enemy intentions are to first ensure that we’ve achieved a full understanding of the
environment on which he will operate.

D. COMPUTER VISION

Computer vision is an approach to model and encode for use by a computer the
physical processes which occur when humans see and recognize objects. These
processes are well described by Kandel in his Neural Science textbook, but in general
terms the eye contains detectors which become activated upon seeing a familiar pattern.
We recognize edges on objects because they excite receptors in our visual cortex which
are only excited when seeing an edge pattern. In digital terms, this is roughly equivalent

to a binary pattern such as the one shown below.

0 1 0
0 1 0
0 1 0
0 1 0

Table 1.  Binary Equivalent of Edge Detectors in the Visual Cortex.

These cells become stimulated when the “1” cells from the simple table above
align with the dark line of an observed edge. This basic principle is the genesis for most
of the binary image recognition and sensing discussed in Horn’s treatment of robot
vision, and the computer vision texts by Ballard and by Forsyth. Ballard’s discussion of
template recognition where each template is visualized as connected to the others by a
series of imagined springs is an illustrative metaphor for the methods we’ll use in

RETINA to construct higher level deployment templates

Yen’s discussion of fuzzy logic for use in robot pathfinding and pattern
recognitions is an example of the type of scaled confidence approach required to
implement the links between cues and inference into actually being able to reasonably
determine intent. Similarly interesting work involving fuzzy logic, Bayesian belief

networks and sensor fusion (combining the reports of multiple sensors to present one
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“fused” report) is described by Gonsalves, as is an extension of this method combined
with a genetic algorithm to produce potential high level of abstraction enemy courses of
action (COA) and then a rough means of assessing the utility of these COAs. Gonsalves
(and subsequent work by Das) describe a structured implementation of initial research
with belief networks for situation assessment via belief networks. This majority of this
work is conducted at a very high level of abstraction and could be extended downward to
consider specific terrain factors. For my thesis I used the opposite approach, first

considering the terrain and then building up from there to evaluate potential COAs.

Intille’s description of structured multi-agent pattern recognition based on relaxed
Bayesian belief networks is intriguing. Not pursued in this thesis given the fluid nature
of our force size, its conceivable that Intille’s approach for recognizing football plays
could be applied to a military domain given modifications to accommodate for unknown
size of the observed force. Once the force has been observed and classified, for example
an attacking enemy whose size and disposition are known, it seems that extending this
work would provide an attractive method of recognizing some of the higher resolution
intent parameters.

E. AGENT BASED MODELING

A literature search for agent based modeling and simulation tools today will yield
thousands of applications in almost every domain. For this thesis, agents are assumed to
be reactive agents as described by Wooldridge with the ability to communicate,
cooperate, and achieve local optima by form of local information searches as part of the
larger group.  Numerous papers describe similar applications of highest gradient hill
climbing (HGHC) to achieve the “best possible” solution for each agent based on the
information he has at any given time. Orichel used a reactive agent-based system to
consider route movement along a network grid of changing values and locally known
information to achieve delivery from source to sink at least cost over the changing
network. Hennings used a bracketing heuristic and internal agent computation of locally
known distances to evaluate human and agent-based behavior. Many other theses and
papers (Back, Tyler, Das, Gonsalves, Garrabrants, Schlabach, Hill, etc...) demonstrate
the viability of using multiagent simulations to improve realism and training capabilities,
and it is assumed that the reader appreciates the principles described in this section of the
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thesis to be within common practice of goal seeking behavior of representative agents for
each echelon of military unit.
F. NATURALISTIC DECISION MAKING

In his excellent book, “Sources of P